STOCHASTIC CALCULUS 2013
PART II

GIOVANNI PISTONE

1. WEAKLY ASSIGMENT

Read [2, Ch 2-3]. All the random variables in the following
are defined on the probability space (2, F,P (-)). Choose two
among the exercises discussed below. Deadline: coming week.

2. CONDITIONAL EXPECTATION

Theorem 1 (Fubini). Let X, Y, be independent random
variables. Assume f(X,Y') is integrable and define the partial
expectation

z— flz) =E(f(z,Y)).
Then

E(f(x,Y)) = E(F(X)).

Theorem 2. Let G be~a sub-c-algebra of F. For each X € Lt
there exists a unique X such that

(1) X is G-measurable, and
(2) E(YX)=E (Y.;() if Y is bounded and G-measurable.

The random variable X is called the conditional expectation
of X given G and it is denoted by E (X |G).

Theorem 3. Let X, Y independent random variables and let
G = o(X). Define the partial expectation

fz) =E(f(z,Y)).
Then

E(f(X,Y)|G) = F(X).

Proof. Exercise 1a Hint: 1. prove that f(x,Y) is integrable;
2. check the definition of conditional expectation for f(X) by

observing that g(z) E (f(z,Y)) =E (g9(x)f(z,Y)). O
Theorem 4. Let () be a positive density and Eq [X] = E (QX).
Then E(QX[0)
Eg [X|G] = ————.
*9I= )
Proof. Exercise 1b O

3. MULTIVARIATE HERMITE POLYNOMIALS
Define
0f(z) =z f(x) — f'(z)
= 7651;2/2% (f(x)e*”f/z) .
If Z ~N(0,1), then
E(9(2)5f(2)) = E(dg(2)f(2)),

i.e. § is the transpose of the derivative w.r.t. the standard
Gaussian measure. Moreover, d§ — dd = id.

Definition 1. The Hermite polynomials are
Hy =1,
H,(x)=¢"1,n>0.
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The first Hermite polynomials are

Hy(z) ==,
Hy(z) = 2% -1,

Hy(z) = 2° — 3z,

Hy(x) = 2" — 62% + 3,.

Theorem 5. (1) Let Z ~ N(0,1). The random variables
H,(Z) are orthogonal, E (Hp(Z)Hn(Z)) =0 if n #
m, and E (H,(Z)?) = nl.
(2) dHn = TlHn_l,
(3) Hn+1 = l'Hn - an—l-
Proof. (1) Let m < n. The conclusion follows from
E (Hn(Z)Hm(Z)) =E (dnHm(Z))
by observing that H,,(z) = 2™ + - -
(2) By induction: dH;(z) =1, and
dH, (x) = d0H,—1(x) = 6dH,—1(x) + Hy—1 ()
=(n—1)0H,—2(x)+ Hp-1(z) =nH,_1 ()
(]

Theorem 6. Let Zy,...,Z; be IID N(0,1) and define the

multivariate standard normal Z = (Z1,...,Z). The random
variables
L H,(Z)= 1 H, (Z L H, (Z
m n( )_ 7171' TL1( I)Tk' nk( k)?
where n = (nq,...,ng) is a multi-index and n! = ny!---ngl,
are an orthonormal basis of L*(0(Z)).
Proof. See [1, V-1.6]. O
4. MARTINGALES AND MARKOV PROCESSES
A discrete time real stochastic process Yy, Y1,... adapted

to the filtation F;, ¢ = 0,1,... is a martingale if it is inte-

grable and

EY;|Fs) =Y, ifs<t.
Theorem 7. Let (Y, Fi:t =1,2,...) be a square-integrable
martingale.

(1) The process

=Y E(Y?-Y2,|Fi1)
s<t
18 integrable, increasing and predictable, i.e. A; is
Fi_1-measurable.
(2) (Y2 — Ay, Fi:t=1,2,...) is a martingale.
The process A is called the compensator of Y2.
Proof. Exercise 2. O

Definition 2. A discrete time stochastic process Yy, Y, ...
adapted to the filtration Fo, F1,... is a Markov process if for
all s <t and all real function f such that f(Y3) is integrable,
there exists a real function fs,t such that

E(f(Y2) | Fs) = fou(Ys)

0= [ 1w

the function k is called kernel or transition probability of the
Markov process.
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5. GAUSSIAN RANDOM WALK
Let Zy, Zs,...be 1ID N(0,1) and define the Gaussian Ran-
dom Walk GRW to be the stochastic process
Wy =0,
Wy =2, =Wy + 72y,
Wo =214+ Zy =Wy + Zy,
W3 =21+ Zy+ Z3 = Wy + Zs,

Theorem 8. (1) The GRW is a Gaussian process.
(2) The random vector (Wy,...,Wi_1) and the random
variable Wy — Wi_1) = Z; are independent.
(3) The GRW is a Markov process with kernel

o) = e (~ 30— 0.

(4) The GRW is a square-integrable martingale.
(5) The compensator of Y2 is A, = n.

Proof. Exercise 3 O

Theorem 9 (Hermite martingales of the GRW). Chose an
Hermite polynomial H,, and define the real stochastic process

XO = 07

X, =t%H, (Wt) t=1,2,...

Vi
The process (Xi): is a square integrable martingale for the
filtration where Fy is trivial and
Ft:O'(Wh...,Wt):O'(Zl,...,Zt), t > 0.

Proof. Exercise 4 Hint. We want to prove

(o () ) - v (22

that is

(o () - ()

Try first the case n = 1,2,.... Write *=% = y to reduce to

() e () - mo

and apply to the LHS the definition of Hermite polynomial.
O

)

i

Exercise 4’: It is interesting to compare the beaviour
of the different Hermite martingales with a simulation, for
example n =1,2,3,4ont=0,1,...,100. First obtain a ran-
dom sample z, ..., 2100, compute the cumulated sums, then
the Hermite polynomials, and plot.
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