
STOCHASTIC CALCULUS 2013

PART II

GIOVANNI PISTONE

1. Weakly assigment

Read [2, Ch 2-3]. All the random variables in the following
are defined on the probability space (Ω,F ,P (·)). Choose two
among the exercises discussed below. Deadline: coming week.

2. Conditional Expectation

Theorem 1 (Fubini). Let X, Y , be independent random
variables. Assume f(X,Y ) is integrable and define the partial
expectation

x 7→ f̂(x) = E (f(x, Y )) .

Then

E (f(x, Y )) = E
(
f̂(X)

)
.

Theorem 2. Let G be a sub-σ-algebra of F . For each X ∈ L1

there exists a unique X̃ such that

(1) X̃ is G-measurable, and

(2) E (Y X) = E
(
Y X̃

)
if Y is bounded and G-measurable.

The random variable X̃ is called the conditional expectation
of X given G and it is denoted by E (X |G ).

Theorem 3. Let X, Y independent random variables and let
G = σ(X). Define the partial expectation

f̂(x) = E (f(x, Y )) .

Then

E (f(X,Y ) |G ) = f̂(X).

Proof. Exercise 1a Hint: 1. prove that f(x, Y ) is integrable;

2. check the definition of conditional expectation for f̂(X) by
observing that g(x) E (f(x, Y )) = E (g(x)f(x, Y )). �

Theorem 4. Let Q be a positive density and EQ [X] = E (QX).
Then

EQ [X|G] =
E (QX |G )

E (Q |G )
.

Proof. Exercise 1b �

3. Multivariate Hermite polynomials

Define

δf(x) = xf(x)− f ′(x)

= −ex
2/2 d

dx

(
f(x)e−x

2/2
)
.

If Z ∼ N (0, 1), then

E (g(Z)δf(Z)) = E (dg(Z)f(Z)) ,

i.e. δ is the transpose of the derivative w.r.t. the standard
Gaussian measure. Moreover, dδ − δd = id.

Definition 1. The Hermite polynomials are

H0 = 1,

Hn(x) = δn1, n > 0.
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The first Hermite polynomials are

H1(x) = x,

H2(x) = x2 − 1,

H3(x) = x3 − 3x,

H4(x) = x4 − 6x2 + 3, . . .

Theorem 5. (1) Let Z ∼ N(0, 1). The random variables
Hn(Z) are orthogonal, E (Hn(Z)Hm(Z)) = 0 if n 6=
m, and E

(
Hn(Z)2

)
= n!.

(2) dHn = nHn−1,
(3) Hn+1 = xHn − nHn−1.

Proof. (1) Let m ≤ n. The conclusion follows from

E (Hn(Z)Hm(Z)) = E (dnHm(Z))

by observing that Hm(z) = zm + · · · .
(2) By induction: dH1(x) = 1, and

dHn(x) = dδHn−1(x) = δdHn−1(x) +Hn−1(x)

= (n− 1)δHn−2(x) +Hn−1(x) = nHn−1(x)

�

Theorem 6. Let Z1, . . . , Zk be IID N(0, 1) and define the
multivariate standard normal Z = (Z1, . . . , Zk). The random
variables

1

n!
Hn(Z) =

1

n1!
Hn1

(Z1) · · · 1

nk!
Hnk

(Zk),

where n = (n1, . . . , nk) is a multi-index and n! = n1! · · ·nk!,
are an orthonormal basis of L2(σ(Z)).

Proof. See [1, V-1.6]. �

4. Martingales and Markov Processes

A discrete time real stochastic process Y0, Y1, . . . adapted
to the filtation Ft, t = 0, 1, . . . is a martingale if it is inte-
grable and

E (Yt |Fs ) = Ys, if s ≤ t.

Theorem 7. Let (Yt,Ft : t = 1, 2, . . .) be a square-integrable
martingale.

(1) The process

At =
∑
s≤t

E
(
Y 2
s − Y 2

s−1 |Ft−1
)

is integrable, increasing and predictable, i.e. At is
Ft−1-measurable.

(2) (Y 2
t −At,Ft : t = 1, 2, . . .) is a martingale.

The process A is called the compensator of Y 2.

Proof. Exercise 2. �

Definition 2. A discrete time stochastic process Y0, Y1, . . .
adapted to the filtration F0,F1, . . . is a Markov process if for
all s < t and all real function f such that f(Yt) is integrable,

there exists a real function f̂s,t such that

E (f(Yt) |Fs ) = f̂s,t(Ys)

If

f̂t−1,t(x) =

∫
f(y)κ(x, y)dy

the function κ is called kernel or transition probability of the
Markov process.
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5. Gaussian Random Walk

Let Z1, Z2, . . . be IID N(0, 1) and define the Gaussian Ran-
dom Walk GRW to be the stochastic process

W0 = 0,

W1 = Z1 = W0 + Z1,

W2 = Z1 + Z2 = W1 + Z2,

W3 = Z1 + Z2 + Z3 = W2 + Z3,

...

Theorem 8. (1) The GRW is a Gaussian process.
(2) The random vector (W1, . . . ,Wt−1) and the random

variable (Wt −Wt−1) = Zt are independent.
(3) The GRW is a Markov process with kernel

κ(x, y) =
1√
2π

exp

(
−1

2
(y − x)2

)
.

(4) The GRW is a square-integrable martingale.
(5) The compensator of Y 2 is An = n.

Proof. Exercise 3 �

Theorem 9 (Hermite martingales of the GRW). Chose an
Hermite polynomial Hn and define the real stochastic process

X0 = 0,

Xt = t
n
2Hn

(
Wt√
t

)
, t = 1, 2, . . .

The process (Xt)t is a square integrable martingale for the
filtration where F0 is trivial and

Ft = σ(W1, . . . ,Wt) = σ(Z1, . . . , Zt), t > 0.

Proof. Exercise 4 Hint. We want to prove

E

(
t
n
2Hn

(
Wt√
t

)
|Ft−1

)
= (t− 1)

n
2Hn

(
Wt−1√
t− 1

)
that is

E

(
t
n
2Hn

(
wt−1 + Zn√

t

))
= (t− 1)

n
2Hn

(
wt−1√
t− 1

)
.

Try first the case n = 1, 2, . . . . Write wt−1√
t−1 = y to reduce to(

t

t− 1

)n
2

E

(
Hn

(√
t− 1y + Zn√

t

))
= Hn (y) ,

and apply to the LHS the definition of Hermite polynomial.
�

Exercise 4’: It is interesting to compare the beaviour
of the different Hermite martingales with a simulation, for
example n = 1, 2, 3, 4 on t = 0, 1, . . . , 100. First obtain a ran-
dom sample z, . . . , z100, compute the cumulated sums, then
the Hermite polynomials, and plot.
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