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Polynomial algebra and design of experiments

The application of computational commutative algebra to the study of

estimability, confounding on the fractions of factorial designs has been

proposed by Pistone & Wynn (Biometrika 1996).

1st idea Each set of points D ⊆ Qm is the set of the solutions of a system

of polynomial equations.

2nd idea Each real valued function defined on D is a polynomial function

with coefficients into the field of real number R.

1



Polynomial representation of the full factorial design

• Ai = {aij : j = 1, . . . , ni} factors

aij levels coded by rational numbers or by complex numbers

• D = A1 × . . .×Am ⊂ Qm (or D ⊂ Cm) full factorial design

D is the solution set of the system of polynomial equations


(X1 − a11) · · · (X1 − a1n1) = 0
(X2 − a21) · · · (X2 − a2n2) = 0

...
(Xm − am1) · · · (Xm − amnm) = 0

or


Xn1

1 =
∑n1−1

k=0 ψ1k X
k
1 rewriting

... rules

...
Xnm
m =

∑nm−1
k=0 ψmk X

k
m

A fraction is a subset of a full factorial design, F ⊂ D.

It is obtained by adding equations (generating equations) to restrict the
set of solutions.
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Complex coding for levels

We code the n levels of a factor A with the

n-th roots of the unity:

ωk = exp
(
i
2π

n
k

)
for k = 0, . . . , n− 1

ω
0

ω
1

ω
2

The mapping

Zn ←→ Ωn ⊂ C
k ←→ ωk

is a group isomorphism of the additive group of Zn on the multiplicative

group Ωn ⊂ C.

The full factorial design D, as a subset of Cm, is defined by the system

of equations

ζ
nj
j − 1 = 0 for j = 1, . . . ,m
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Responses on a design (functions defined on D)

• Xi : D 3 (d1, . . . , dm) 7→ di projection, frequently called factor

• Xα = Xα1

1 · · ·Xαm
m monomial responses or terms or interactions

α = (α1, . . . , αm) 0 ≤ αi ≤ ni − 1, i = 1, . . . ,m

• L = {(α1, . . . , αm) : 0 ≤ αi ≤ ni − 1, i = 1, . . . ,m} exponents of all the interac-
tions

Definitions:

• Mean value of f on D: ED(f) = 1
#D

∑
d∈D f(d)

• A response f is centered if ED(f) = 0

• Two responses f and g are orthogonal on D if < f, g >= 0

< f, g >= ED(f g) =
1

#D
∑
d∈D

f(d) g(d)
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Space of the functions on a full or fractional design

• It is a vector space (classical results derive from this structure)
whit Hermitian product defined before

• It is a ring (algebraic statistical approach)
The products are reduced with the rules derived by the polynomial rep-
resentation of the full factorial design:

X
ni
i =

ni−1∑
k=0

ψik X
k
i , ψik ∈ C for i = 1, . . . ,m

Using the complex coding, the set of all the monomial responses on D:
{Xα, α ∈ L} is an orthonormal monomial basis of the set of all the

complex functions defined on the full factorial design C(D)

Each function defined on full factorial design is represented in a unique
way by an identified complete regression model (i.e. as a linear combina-
tion of constant, simple terms and interactions):

C(D) =

 ∑
α∈L

θα X
α , θα ∈ C


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Indicator function of a fraction

The description of fractional factorial designs using the polynomial rep-
resentations of their indicator functions has been

- introduced for binary designs in Fontana R., Pistone G. and Ro-
gantin M. P. (1997) and (2000)

- introduced independently with the name of generalized word length
patterns in Tang B. and Deng L. Y. (1999)

- generalized to replicates in Ye, K. Q. (2003)

- extended to not binary factors using orthogonal polynomials with an
integer coding of levels in Cheng S.-W. and Ye K. Q. (2004)

Here we generalize to multilevel factorial designs with replicates using
the complex coding.
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The indicator function F of a fraction F is a response defined on the
full factorial design D such that

F (ζ) =

1 if ζ ∈ F
0 if ζ ∈ D r F

In a fraction with replicates Frep the counting function R is a response
on the full factorial design showing the number of replicates of a point ζ.

They are represented as polynomials:

F (ζ) =
∑
α∈L

bα X
α(ζ) R(ζ) =

∑
α∈L

cα X
α(ζ)

The coefficients bα and cα satisfy the following properties:

• bα = 1
#D

∑
ζ∈F X

α(ζ) and cα = 1
#D

∑
ζ∈Frep

Xα(ζ)

• bα = b[−α] and cα = c[−α] because F is real valued.

Important statistical features of the fraction can be read out from
the form of the polynomial representation of the indicator function.
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Orthogonality

of responses in a vector space, based on a scalar or Hermitian product:

< f, g >= ED(f g) = 0

Two orthogonal responses are not confounded and the estimators of

their coefficients in a model are not correlated.

of factors : “all level combinations appear equally often”

Vector orthogonality is affected by the coding of the levels, while factor

orthogonality is not.

If the levels are coded with the complex roots of the unity the two

notion of orthogonality are essentially equivalent
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Indicator function and orthogonality

1. A simple term or an interaction term Xα is centered on F if and only

if cα = c[−α] = 0.

2. Two simple or interaction terms Xα and Xβ are orthogonal on F if

and only if c[α−β] = c[β−α] = 0;

3. If Xα is centered then,

for any β and γ such that α = [β − γ] or α = [γ − β],
Xβ is orthogonal to Xγ.
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Some other results about orthogonality

(following from the structure of the roots of the unity as cyclical group)

Let Xα be a term with level set Ωs on the full factorial design D.

The s levels of Xα appear equally often

if and only if

s prime

the coefficient cα = 0

or,the term Xα is centered

s not prime

the coefficients cα = 0 and cαr = 0
or, the terms Xα, (Xα)r are centered

for any possible r
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The two orthogonalities and the indicator functions

We split the factors into two blocks: I ⊂ {1, . . . ,m} J = Ic

D = DI ×DJ

1. All level combinations of the I-factors appear equally often

if and only if

all the coefficients of the counting function involving only the I-factors
are 0, that is cαI = 0 with αI ∈ LI , αI 6= (0,0, . . . ,0)

Then, for any βI and γI in LI such that αI = [βI−γI] or αI = [γI−βI],

XβI is orthogonal to XγI

and, in particular, for simple terms:

X
rk
k ⊥ X

rh
h k, h ∈ I
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2. A fraction is an orthogonal array of strength t

if and only if

all the coefficients of the counting function up to the order t are zero:

cα = 0 ∀ α of order up to t, α 6= (0,0, . . . ,0) .

Then, for any β and γ of order up to t such that α = [β − γ] or

α = [γ − β], Xβ is orthogonal to Xγ

3. If there exists a subset J of {1, . . . ,m} such that the J-factors appear

in all the non null elements of the counting function,

then

all level combinations of the I-factors appear equally often (I = Jc)
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Regular fractions

• F a fraction without replicates where all factors have n levels

• Ωn the set of the n-th roots of the unity, Ωn = {ω0, . . . , ωn−1}

• L a subset of exponents, L ⊂ L = (Zn)m containing (0, . . . ,0), l = #L

• e a map from L to Ωn, e : L → Ωn

A fraction F is regular if:

1. L is a sub-group of L,

2. e is a homomorphism, e([α+ β]) = e(α) e(β) for each α, β ∈ L,

3. the defining equations are of the form

Xα = e(α) , α ∈ L

If H is a minimal generator of the group L, then the equations Xα = e(α) with

α ∈ H ⊂ L are called minimal generating equations.
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Notice that:

• we consider the general case where e(α) can be different from 1

• we have no restriction on the number of levels

• from items (1) and (2) it follows that a necessary condition is the

e(α)’s must belong to the subgroup spanned by the values Xα.

For example for n = 6 an equation like X3
1X

3
2 = ω2 can not be a

defining equation
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Indicator function and regular fractions
(Pistone, Rogantin, 2005)

The following statements are equivalent:

1. The fraction F is regular according to previous definition with defining

equations Xα = e(α), α ∈ L

2. The indicator function of the fraction has the form

F (ζ) =
1

l

∑
α∈L

e(α) Xα(ζ) ζ ∈ D

where L is a given subset of L and e : L → Ωn is a given mapping.

3. For each α, β ∈ L the parametric functions represented on F by the

terms Xα and Xβ are either orthogonal or totally confounded
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Example 1: a regular fraction of a 34 design

The generating equations of the fraction are

X1X2X
2
3 = 1 and X1X

2
2X4 = 1 .

Then: H = {(1,1,2,0), (1,2,0,1)}
e(1,1,2,0) = e(1,2,0,1) = ω0 = 1

L = {(0,0,0,0), (0,1,1,2), (0,2,2,1), (1,1,2,0),

(2,2,1,0), (1,2,0,1), (2,1,0,2), (1,0,1,1), (2,0,2,2)}.

The indicator function is:

F =
1

9

(
1 +X2X3X4 +X2

2X
2
3X

2
4 +X1X2X

2
3 +X2

1X
2
2X3

+X1X
2
2X4 +X2

1X2X
2
4 +X1X3X

2
4 +X2

1X
2
3X4

)

16



Example 2: a regular fraction of a 63 design

The terms Xα take values in:

Ω6 or in one of the two subgroups {1, ω3} and {1, ω2, ω4}.

The generating equations of the fraction are

X3
1X

3
3 = ω3 and X4

2X
4
2X

2
3 = ω2

Then: H = {(3,0,3), (4,4,2)}
e(3,0,3) = ω3, e(4,2,2) = ω2

L = {(0,0,0), (3,0,3), (4,4,2), (2,4,4), (1,4,5), (5,2,1)}.
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The full factorial design has 216 points and the fraction has 36 points



X1 X2 X3

ω0 ω0 ω1

ω0 ω1 ω5

ω0 ω2 ω3

ω0 ω3 ω1

ω0 ω4 ω5

ω0 ω5 ω3

ω1 ω0 ω2

ω1 ω1 ω0

ω1 ω2 ω4

ω1 ω3 ω2

ω1 ω4 ω0

ω1 ω5 ω4





X1 X2 X3

ω2 ω0 ω3

ω2 ω1 ω1

ω2 ω2 ω5

ω2 ω3 ω3

ω2 ω4 ω1

ω2 ω5 ω5

ω3 ω0 ω4

ω3 ω1 ω2

ω3 ω2 ω0

ω3 ω3 ω4

ω3 ω4 ω2

ω3 ω5 ω0





X1 X2 X3

ω4 ω0 ω5

ω4 ω1 ω3

ω4 ω2 ω1

ω4 ω3 ω5

ω4 ω4 ω3

ω4 ω5 ω1

ω5 ω0 ω0

ω5 ω1 ω4

ω5 ω2 ω2

ω5 ω3 ω0

ω5 ω4 ω4

ω5 ω5 ω2



The indicator function is:

F =
1

6

(
1 + ω3X

3
1X

3
3 + ω4X

4
1X

4
2X

2
3 + ω2X

2
1X

2
2X

4
3 + ω1X1X

4
2X

5
3 + ω5X

5
1X

2
2X3

)
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Example 3: all the regular fractions of a 42 design

1. Using previous definition.

All the inequivalent fractions with generating equations Xα = 1


X1 X2

ω0 ω0

ω1 ω1

ω2 ω2

ω3 ω3



X1 X2

ω0 ω0

ω1 ω3

ω2 ω2

ω3 ω1





X1 X2

ω0 ω0

ω0 ω2

ω1 ω1

ω1 ω3

ω2 ω0

ω2 ω2

ω3 ω1

ω3 ω3




X1 X2

ω0 ω0

ω0 ω2

ω2 ω1

ω2 ω3



X1 X2

ω0 ω0

ω1 ω2

ω2 ω0

ω3 ω2



Their indicator functions are respectively:

1

3

(
1 +X1X

3
2 +X3

1X2

)
, 1

3

(
1 +X1X2 +X3

1X
3
2

)
,

1

2

(
1 +X2

1X
2
2

)
1

3

(
1 +X1X

2
2 +X3

1X
2
2

)
, 1

3

(
1 +X1X

3
2 +X3

1X2

)
The last two fractions do not fully project on both factors
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2. Using Galois Fields and pseudo-factors.

All the inequivalent fractions in polynomial-Galois notation and in

pseudo-factor multiplicative notation


Z1 Z2

1 + x 1 + x
1 1
x x
0 0



X10 X11 X20 X21

−1 −1 −1 −1
−1 1 −1 1
1 −1 1 −1
1 1 1 1




Z1 Z2

1 + x x
1 1 + x
x 1
0 0



X10 X11 X20 X21

−1 −1 1 −1
−1 1 −1 −1
1 −1 −1 1
1 1 1 1



The first fraction corresponds to the first fraction in Item (1), but

the latter is not equivalent to any fraction listed in Item (1).
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polynomial modelling. Improceeding of COMPSTAT 98, ed. R. Payne p. 179–184
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