Algebraic generation of Orthogonal Fractional
Factorial Designs
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Abstract The joint use of counting functions, Hilbert basis and Markov basis allows
to define a procedure to generate all the fractional factorial designs that satisfy a
given set of constraints in terms of orthogonality (Fontana, Pistone and Rogantin
(JSPL,2000), Pistone and Rogantin (JSPI, 2008)). The general case of mixed level
designs, without restrictions on the number of levels of each factor (such as power
of prime number) is studied. The generation problem is reduced to finding positive
integer solutions of a linear system of equations (e.g. Carlini and Pistone (JSTP,
2007)). This new methodology has been experimented on some significant classes
of fractional factorial designs, including mixed level orthogonal arrays and sudoku
designs (Fontana and Rogantin in Algebraic and Geometric Methods in Statistics,
CUP (2009)). For smaller cases the complete generating set of all the solutions
can be computed. For larger cases we resort to the random generation of a sample
solution.

Key words: Design of Experiments, Hilbert basis, Markov basis, Algebraic statis-
tics, Indicator polynomial, Counting function.

1 Introduction

The main result of this paper is discussed in Section 3 where the problem of finding
fractional factorial designs that satisfy a set of orthogonality conditions is translated
into the problem of finding non-negative integer solutions to a system of linear equa-
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tions, so avoiding computations with complex numbers. Fractional factorial designs
that satisfy a set of conditions in terms of orthogonality between factors have been
described as the zero-set of a system of polynomial equations whose indeterminates
are the complex coefficients of the counting polynomial functions, [7] and [4], see
[5] for a short review. In section 4, we use the software [10] to find the generators of
classes of orthogonal arrays. Finally, in section 5 we consider the problem of ran-
domly sampling one fraction from a given class of orthogonality. Two simulation
methods are considered, Simulated Annealing and Markov Chain Monte Carlo.

2 Full factorial design and fractions of a full factorial design

We recall notations and results from [7]:

e ;is a factor with n; levels coded with the n;-th roots of the unity, Z; =

(@, Oy 1 }, O = exp (\/—1 2 k); D =Dy 5 Dj X Dy is the full fac-
J
torial design with complex coding and #2 is its cardinality;

e X; is the j-th component function, which maps a point to its j-th component,
Xi: 25 (61,...,8n) — { € Z}; the function X; is calledasimple term or, by
abuse of terminology, factor. The interaction term is X% = X" --- X% a € L =
Ly, X -+ X L, i.c. the monomial function X* : 25 ({1,...,{n) — Clal con GOm
We underline that L is both the full factorial design with integer coding and the

exponent set of all the simple factors and interaction terms and « is both a treatment

combination in the integer coding and a multi-exponent of an interaction term. These
identifications make the complex coding especially simple.

A fraction % is a multiset (%, f;) whose underlying set of elements .%, is
contained in & and f; is the multiplicity function f; : .%, — N that for each element
in .7, gives the number of times it belongs to the multiset .%.

Definition 1. If f is a C-valued polynomial function defined on .7, briefly a re-
sponse, then its mean value on % is Ez(f) = ﬁ{‘,gegf@), where #.7 is the
total number of treatment combinations of the fraction. A response f is centered if
Ez(f) = 0. Two responses f and g are orthogonal on F if Ez(fg) =0.

Remark 1. Tt should be noted that ¥ rc » f({) means Yrc z, fi(£)f(£).

With the complex coding the vector orthogonality of two interaction terms X%
and XB, with respect to the Hermitian product f-g = E» (f 8), corresponds to the
combinatorial orthogonality as specified in Proposition 6. We consider the general
case in which fractions can contain points that are replicated.

Definition 2. The counting function R of a fraction .% is a complex polynomial
defined on & so that for each § € &, R({) equals the number of appearances of § in
the fraction. A 0 — 1 valued counting function is called indicator function of a single
replicate fraction .%. We denote by ¢ the coefficients of the representation of R on
2 using the monomial basis {X%, a € L}: R({) =Y. ycrcaX*(§), €D, cq €C.
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Proposition 1. If % is a fraction of a full factorial design 2, R =Y qcp co X% is its
counting function and [o — B] is the m-tuple made by the componentwise difference

in the ring Z,,, ([al —Biluy o[t Bl [0 —ﬁm]nm), then

1. the coefficients cq are given by cq = ﬁ Yier X%(8);
2. the term X% is centered on F if, and only if, cq, = Cl-a) =0

3. the terms X® and XP are orthogonal on F if, and only if, Cla—p) =0
We now define projectivity and its relation with orthogonal arrays.

Definition 3. A fraction & factorially projects onto the I-factors, I C {1,...,m}, if
the projection is a multiple full factorial design, i.e. a full factorial design where each
point appears equally often. A fraction .% is a mixed orthogonal array of strength ¢
if it factorially projects onto any /-factors with #/ =¢.

Proposition 2. A fraction is an orthogonal array of strength ¢ if, and only if, all the
coefficients cg, of the counting function up to the order t are zero

3 Counting functions and strata

It follows from Proposition 1 and Proposition 2 that the problem of finding fractional
factorial designs that satisfy a set of conditions in terms of orthogonality between
factors can be written as a polynomial system in which the indeterminates are the
complex coefficients ¢y of the counting polynomial fraction.

Let us now introduce a different way to describe the full factorial design & and
all its subsets. We consider the indicator functions 1¢ of all the single points of
9. The counting function R of a fraction .# can be written as Y.rcqyele with
y¢ =R(§) €{0,1,...,n,...}. The particular case in which R is an indicator func-
tion corresponds to y; € {0,1}. From Proposition 1 we obtain that the values
of the counting function over 2, y¢, are related to the coefficients cq by co =

52469 y¢X%(L). As described in Section 2, we consider m factors, Zi,..., D
where ;= Q,, = {a)o,...,a)nj_l}, for j=1,...,m. From [7], we recall two basic
properties which hold true for the full design .

Proposition 3. Let X; be the simple term with level set 9; = £, = {o, ..., O ;1 1.
Over 9, the term X takes all the values of €, equally often, where sj =1 if r =0
and sj =n;/ ged(r,n;) if r > 0.

Proposition 4. Let X* = X[ ---X% be an interaction. X takes values in €,
where s; is determined according to the previous Proposition 3. Over 9, the term
X% takes all the values of Qg equally often, where s = lcm(sy,...,Sn)-

Let us now define the strata that are associated to simple and interaction terms.
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Definition 4. Given a term X%, € L =7y, X ... X Zp,,, the full design Z is parti-

tioned into the strata Djf = {C €P:X*{)= a)h}, where @), € ; and s is deter-
mined according to the previous Propositions 3 and 4.

We use ng to denote the number of points of the fraction .# that are in the
stratum Dy, ng p = ):CGDZ‘ y¢, h=0,...,s—1, . The following Proposition 5 (see
[3] for proof) links the coefficients cq with ng .

Proposition 5. Let .7 be a fraction of 2 with counting fraction R =Y ocr caX®.
Each cy,00 € L, depends onng j,h=0,...,s—1,as cq, = ﬁ Zfl;:) N h Oy, Where s
is determined by X% (see Proposition 4).

We now use a part of Proposition 3 of [7] to get conditions on ny , that makes
X% centered on the fraction .%.

Proposition 6. Let X* be a term with level set Q on full design 9. Let P({) be
the complex polynomial associated to the sequence (ng p)p—o,. s—1 so that P(§) =
Zi;;:) ngn& " and ®, the cyclotomic polynomial of the s-roots of the unity.

1. Let s be prime. The term X* is centered on the fraction F if, and only if, its s
levels appear equally often ngo =ng1 = ... = ngs—1 = Ag;

2. Lets = pil” . .pZ", piprime, i=1,....d. The term X% is centered on the fraction
Z if, and only if, the remainder H({) = P({) mod ®(§), whose coefficients are
integer linear combinations of ng ,h =0,...,s — 1, is identically zero.

We observe that, being Dy a partition of 2, if s is prime, we get Ay = ?

If we remind that ng j are related to the values of the counting function R of a
fraction & by ng = Z§€Df,‘ ¢, this Proposition 6 allows to express the condition
X% is centered on .F as integer linear combinations of the values R({) of the count-
ing function over the full design Z. In the Section 4, we will show the use of this
property to generate fractional factorial designs.

4 Generation of fractions

We use strata to generate fractions that satisfy a given set of constrains on the coef-
ficients of their counting functions. Formally, we give the following definition.

Definition 5. Given ¢ C Z,, X ...Zj,,, a counting function R =Y, c X * associated
to % is a ¥-compatible counting function if ¢, =0, Vo € €.

We will denote by OF (ny .. .n,,,€) the set of all the fractions of & whose counting
functions are 4-compatible. In the next sections, we will show our methodology
on Orthogonal Arrays (other examples are in [3]). Let us consider OA(n,s™,t), i.e.
orthogonal arrays with n rows and m columns where each columns has s symbols, s
prime and with strength 7. Using Proposition 2 we have that the coefficients of the
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corresponding counting functions must satisfy the conditions ¢, = 0 for all @ € ¥
where € C L= {a:0 < ||a|| <t} and ||¢| is the number of non null elements of
o. It follows that OF (s™,%") = U, OA(n,s™,t). Now using Proposition 6, we can
express these conditions using strata. If we consider o € ¢ we write the condition
cq =0as desz y¢ =A,h=0,...,s— 1. To obtain all the conditions it is enough
to vary o € €. We therefore get the system of linear equations AY = A1 where A
is the (#€ x s™) matrix whose rows contains the values, over 2, of the indicator
function of the strata, 1 D> Y is the s™ column vector whose entries are the values of

the counting function over 2, A will be equal to ? and 1 is the s column vector
whose entries are all equal to 1. We can write an equivalent homogeneous system if
we consider A as a new variable. We obtain AY = 0 where

—1

A=Al ... :[A,—l]and?:[ﬂ:(y,m
1

It is now immediate to verify that the sum of two Orthogonal Arrays, Y| €
OA(n;,s™,t) and Y, € OA(ny,s™,t) is an Orthogonal Array Y; + Y, € OA(n; +
ny,s™,t). The Hilbert Basis [9] is a minimal set of generators such that any OA(n,s™,t)
becomes a linear combination of the generators with positive or null integer coeffi-
cients. This approach extends that of [1] where the conditions c¢q = @ Yier X%(8)=
0 were used. The advantage of using strata is that we avoid computations with com-
plex numbers (X*({)). We explain this point in a couple of examples. For the com-
putation we use 4ti2 [10].

e OA(n,2%,2) were investigated in [1]. We build the matrix A that has 30 rows and
33 columns. We find the same 26, 142 solutions as in the cited paper.

e For OA(n,3?,2) we build the matrix A that has 54 rows and 28 columns. We find
66 solutions, 12 have 9 points, all different and 54 have 18 points, one replicated,
i.e. support equal to 17.

Let us now consider the general case in which we do not put restrictions on the
number of levels. We show our method for OA(n,4%,1). In this case the number of
levels is a power of a prime, 4 = 22. Using Proposition 2 we have that the coefficients
of the corresponding counting functions must satisfy the conditions ¢y = 0 for all
o € € where ¥ C L= {o: | a| = 1}. Let us consider ¢ o. From Proposition 3
we have that X takes the values in £2; where s = 4. From Proposition 6, X; will be
centered on .% if, and only if, the remainder H({) = P({) mod ®4({) is identically
zero. We have @4({) = 1+ ¢? (see [6]) and so we can compute the remainder
H(E) = ng0)0 — 102+ ((1,0),1 —1(1,0)3)¢- The condition that H({) must be
identically zero translates into ny o) 0 —n(1,0)2 = 0 and n( o) 1 —n(1,0)3 = 0. Let us
now consider ¢ o. From Proposition 3 we have that X12 takes the values in £2; where
s = 2. From Proposition 6, X12 will be centered on .% if, and only if, the remainder
H({) = P(&) mod ®,({) is identically zero. We have @,({) = 1+ { (see [6]) and
so we can compute the remainder H({) = n,0) 0 —1(2,0),1-
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If we repeat the same procedure for all the & such that ||| = 1 and we recall
that ng p =Y.¢c D2 Y the orthogonal arrays OA(n,42, 1) become the positive integer
solutions of the following integer linear homogeneous system:

[ Yoo ]
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Yo2
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Y22
V32
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Y13
23

LY33 L

\
O =) R O~ O = = QO =
\

|
O ==, OO == O

I
O = m O m O == O
I
I
I
I
|
I

I
S = PO O~~~ O~
|
|
I
|
|
—_ O = = OO = = O =

—_ O = = OO = = O =

|
I |
O = m O O == O
|
I
I
—_ O = = O = O = =0
I
I
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It should be noted that the matrix of the coefficients is not full rank, e.g. the first
and the fourth rows are equal. This aspect is discussed in [3]. Anyhow the solution
method used here does not require a reduction to a full rank matrix. Using 4ti2
we find 24 solutions that correspond to all the Latin Hypercupe Designs (LHD).
Analogously for OA(n,6,1) we find 620 solutions that correspond to all the LHD.

5 Sampling

Sometimes, given a set of conditions 4" we are interested in picking up a solution
more than in finding all the generators. The basic idea is to generate somehow a
starting solution and then to randomly walk in the set of all the solutions for a certain
number of steps, taking the arrival point as a new but still 4’-compatible counting
function. We can combine the previous results on strata with Markov Chain Monte
Carlo Methods to sample one solution. We show the methods on some examples
with indicator functions but it can be extended to counting functions.

Let us consider OA(n,3%,2) and let us suppose that we are searching for an or-
thogonal array with 9 design points and no replications. It means that we are inter-
ested in an indicator function whose values y¢,{ € Z satisfy the system of linear
equation AY = 1 where A, Y and 1 have been defined as in see Section 4.

We now use standard simulated annealing to find one solution of our system [8].
We define the objective function to be maximised as the function that, for every
indicator function defined over the design &, counts the number of equations of
the linear system AY = 1 that are satisfied. We have implemented this algorithm
using SAS/IML. We found a solution in 2,702 iterations (a couple of seconds on a
common laptop). We have also tried the algorithm on OA(9,3*;3) and 4 x 4 sudoku
(we found one solution in 2,895 and 2, 852 iterations respectively) and 9 x 9 sudoku
where we did not find any solution in 100,000 iterations.
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We conclude this section observing that the algorithm can also be used to explore
the set of solutions simply replacing stop when an optimal solution is found with
store the optimal solution and continue until the maximum number of iterations is
reached. Let us now use the previous results on strata to get a suitable set of moves.
We will show this procedure in the case in which all the factors have the same
number of levels s, s prime, but it can also be applied to the general case. In Section
4 we have shown that counting functions must satisfy the system of linear equations
AY = A1, where A corresponds to the set of conditions % written in terms of strata.

It follows that if, given a %-compatible solution Y, such that AY = A1, we search
for an additive move X such that A(Y + X) is still equal to A1, we have to solve the
linear homogenous system AX = 0, with X = (x¢),{ € Z, x; € Z and y; +x7 >0
for all { € 9. We observe that this set of conditions allows to determine new % -
compatible solutions thar give the same A. We know that A = % so this homoge-
nous system determines moves that do not change the dimension of the solutions.

Let us now consider the extended homogeneous system, where A has already
been defined in Section 4, AX = 0 with X = (%¢),§ € 2, % € Zand §; +%; > 0
for all { € 2. Given Y = (Y, Ay), where Y is %-compatible counting function and

Ay = %, the solutions of AX = 0 determine all the other ¥ +X = (Y + X, Ay 1 x)
such that A(Y + X) = 0. Y + X are ¥-compatible counting functions whose sizes,
sAy.x, are, in general, different from that of Y. We use the theory of Markov basis
(see for example [2] where it is also available a rich bibliography on this subject) to
determine a set of generators of the moves. We use the following procedure in order
to randomly select a €’-compatible counting function. We compute a Markov basis
of ker(A) using 4ti2 [10]. Once we have determined the Markov basis of ker(A), we
make a random walk on the fiber of Y, where Y, as usual, contains the values of the
counting function of an initial design .%. The fiber is made by all the €’-compatible
counting functions that have the same size of .%. The randow walk is done randomly
choosing one move among the feasible ones, i.e. among the moves for which we do
not get negative values for the new counting function. In the next paragraphs we
consider moves for the cases that we have already studied in Section 4.

We consider OA(8,2°,2). We use the matrix A, already built in Section 4 and
give it as input to 4ti2 to obtain the Markov Basis, that we denote by .. It contains
5.538 different moves. As an initial fraction %), we consider the eight-run regular
fraction whose indicator function is Ry = %(l + X1 X2X3)(1 + X1 X4X5). We obtain
the set ///1{0 of the feasible moves from R, selecting from .# the moves M such
that Ro(§) +M(§) > 0VE € D or Ry(§) —M(&) > 0VE € 9. We find 12 moves.
We randomly choose one move, Mg, out of the 12 available ones and move to
Ry =Ry + SMROMRO where EMg, is the proper plus or minus sign. We run 1.000
simulations repeating the same loop, generating R; as R; = R;_1 + EMg, | Mg, . We
obtain all the 60 different 8-run fractions, each one with 8 different points as in [1].

We now consider OA(9,3%,2). As before, we use 4ti2 to generate the Markov
basis . . It contains 81 different moves. As an initial fraction we consider the nine-
run regular fraction .%) whose indicator function is Ry = (1 + X XoX3 + X7 X7X?).
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Running 1.000 simulations we obtain all the 12 different 9-run fractions, each one
with 9 different points as known in the literature and as found in Section 4.

6 Conclusions

We considered mixed level fractional factorial designs. Given the counting function
R of a fraction .%, we translated the constraint cq = 0, where ¢, is a generic coeffi-
cient of its polynomial representation R = ¥, ¢, X%, into a set of linear constraints
with integer coefficients on the values y, that R takes on all the points { € 2. We
obtained the set of generators of the solutions of some problems using Hilbert bases.
We also studied moves between fractions. We characterized these moves as the so-
lution of a homogeneous linear system. We defined a procedure to randomly walk
among the solutions that is based on the Markov basis of this system. We showed the
procedure on some examples. Computations have been made using 4ti2 [10]. Main
advantages of the method are that we do not put restrictions on the number of levels
of factors and it is not necessary to use software that deals with complex polynomi-
als. Main limit is in the high computational effort that is required. In particular, only
a small part of the Markov basis is used because of the requirement that counting
functions can only take values greater than or equal to zero. The possibility to gen-
erate only the moves that are feasible could make the entire process more efficient
and is object of current research. The authors thank the referee for his suggestions.
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