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ABSTRACT. These are draft lecture notes about the key-words in the title and about how they

interact to provide a convenient set-up for Information Geometry.
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Part 1. General probability space
1. NONPARAMETRIC INFORMATION GEOMETRY: A POINT OF VIEW

Most philosophical accounts of Chance, Randomness, and Probability also discuss Entropy
(or Information) as an essential element of the whole picture. For example, see Hajek (2019).
Chance and Randomness are metaphysical concepts, while probability is the mathematical
model of Chance as it appears in the theory games. See, for example, Hacking (2006). Ran-
domness belongs to the metaphysics of Statistical Physics and requires from the beginning a
treatment of Entropy. See, for example, Sklar (1993).

Information Geometry (IG) has not jet found its way into philosophical literature but should
have done. In fact, it is a refinement of the basic mathematical model of chance and randomness
that uses a formalism that comes from Statistics. In particular, it explains why information and
entropy appear necessarily in the theory. Moreover, it shows the intrinsic geometrical flavour
of a mathematical model of Statistics.

I start with a simple presentation that any (analytic) philosopher could use if she is willing
to. Then I move to more technical material but the aim is always a generic presentation of the
formalism without touching to any specific application.

My basic references for IG are the proceedings Amari, Barndorff-Nielsen, Kass, Lauritzen,
and Rao (1987) and the monographs Amari and Nagaoka (2000); Amari (2016); Ay, Jost, Lé,
and Schwachhofer (2017). The last one is probably the most comprehensive, and most of the
topics in my presentation are actually to be found there, but a difference in emphasis. I try to
avoid as much as possible the use of parametric notation and to follow the style of Lang (1995).
In the last part on these notes, I focus on the case of smooth densities.

My general reference for standard Mathematical Statistics is Schervish (1995).

1.1. Probability simplex. The first ingredient of IG is the the base set of the formalism,
that is, the “probability simplex”. Namely, the convex set P of all probability measures on
a measurable space (X, X). The probability simplex is a base set of the cone of finite (non-
negative) measures M. In turn, M is a subset of the Banach space of signed finite measures
S with the norm of total variation. In this picture, the probability simplex is a closed convex
subset of S whose affine space is the Banach sub-space Sg of signed finite measures with 0 total
value.!

The conceptual point here is that the probability simplex is not a vector space hence the no-
tions of affine geometry is not really adapted: Space and Chance are quite different methaphisical
notions. In practice, statisticians know very well that one cannot look directly to frequences f;
much better is to look at some “score”, for example, log f or \/f.

Let us look to the geometry of P from the point of view of kinematics. Let

Is—ut)ePcCS

be a differentiable curve with derivative (affine velocity) i. The affine velocity is a curve
t— [1(t) € Sp, more precisely,

e (u(t), ilt)) € P < So

The obvious property that at any ¢ such that p(t) is on the border of the probability simplex
the affine velocity fi(t) cannot point outside is best expressed in the following form, see Ay et al.
(2017).

LAside: Even if the actual object on interest is the probability, there are many reasons to chose to work in
the larger set M of (non-negative) finite measures. In particular, from the applied point of view, it is frequently
useful to deal with the projective structure of M as “unnormalized probabilities.”
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Proposition 1. Let I 5 u(t) € Py be a differentiable curve in M with derivative (velocity)
t — a(t) € So. For all t, the velocity [1(t) is absolutely continuous with respect to the position

p(t)-

Proof. Let A € X be an event such that p(A): s — u(A;s) is zero at s = ¢. Then ¢ is a
minimum point for p(A), hence, the derivative is 0, a(A;t) = 0. O

Using a term from the Fisherian Statistics, we call the Radon-Nikodim derivative the score
of the curve u(-),

(1) Su(t) = % that is, [((A;t) = /S,u(a:;t) p(de;t), tel,Ae X .
Cf. the classical definition in § 2.3 of Schervish (1995).

The score is an element of L§(u(t)). Its relevance is explained by the following computation.
Let f be a bounded random variable. Then

/f w(dx;t) /f fi(dx;t) /f VSu(z;t) p(de;t) =
/( /f pldz;t) ) Sp(a;t) p(dz;t) .
Or,

) ] rmo={s-[1a0.su0)

where we have introduced a separating duality between L(u(t)) and Li(u(t)). Fisher’s idea
was to evaluate (to score) the variation of expected value of a statistics f along a statistical
model with a scalar product at the “true distribution” u(t) of the variation of f with a score
function. The variance of the score at the “true distribution” is the Fisher Information,

tH/\Sul‘t p(dx;t) .

Moreover, this set-up leads, for example, to the Cramer-Rao inequality.

The mathematical back-ground of applied mathematicians at Fisher’s time was Mathematical
Physics. Hence, we can be pressy sure that Fisher himself was quite conscious of geometrical
meaning of his ouw contruction. Precisely, we can see the score term Su(t) in eq. (2) as an
alternative way to compute the velocity, due to the existence of constraints to the motion. From

0=i(X:t) = [ Su(wi) uldait)
b's
we see that fi(t) € Lj(u(t)), hence the score is a section of a vector bundle,

(u(t), fu(t)) € P xLy(p(2)) -

In this geometrical perspective, f — f— [ f du(t) of eq. (2) is an alternative way to compute
the gradient of the function g — [ f du. This argument prompts for the following definition
of natural gradined. This is the name introduced by Amari (1998) in a different but equivalent
way.

Consider the following informal definition. We say that F': P; — R has natural gradient
grad F': X x R — R, if for all smooth curve ¢ — u(t) € Py it holds

& R(u(r) = / grad F(z;t)Spu(z;t) p(da;t) |

Clearly, there are many loose end to take care of. This theory is classically presented decorated
with sufficient technical conditions to make everything work smoothly. Our ambitions is to find
some set of “natural” assumptions. Inspiration comes from the notion of exponential family,
see, for example, the short version in § 2.2 of Schervish (1995), and the long version in Brown
(1986).
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1.2. Exponential models. Given the probability space (X, X, ), consider the exponential
model

(3) 130 py =0

where [ is an open interval containing 0, v is a random variable, p is a probability density, and
the cumulant function ¢ () = log [ €' p-dp is assumed to be finite for all ¢ € I. This model is
the venerable Botzmann-Gibbs factor of Statistical Physics if 6 = —%, T > 0, see, for example,
Landau and Lifshits (1980). This is the real historical origin of IG.

For each fixed 6, the model in eq. (3) identifies the sufficient statistics u up to a constant. in
fact,

691” —1(0) 69112*1[)2(9)

implies that u; — uo is a constant random variable.

Let us drop the paramenter for a moment. There are tree interesting way to identify a unique
u-statistics for a density ¢ = e ¥p.
1. One option is to assume [wu pdu = 0, so that

/logzpduz/(u—w) pdp = —
and
uzlogq—¢zlogq—/logpp du .
p p q

Notice that in this case the normalizing constant is a KL divergence, 1) = [ plog g du =D (p|lq).
2. A second option is to assume [ gdp = 0, so that

q
/qlogp duz/(u—w) qdp = —1
and
uzlogq+/qlogq du
p p

In this case, —i) = [qlog? du =D (q|lp).
3. A third option is available in some cases. It is based on the assumption that v > 0 and
minwu = 0. In this form, the computation of the limits § — +o0o is expecially simple.

From 1. and 2. it follows that the KL-divergences appear in the theory from the beginning
as a direct consequence of the exponential representation. In particular, if ¢ = e*~% - p, then it
is easy to see that

D(pllg) +D(gllp) =E.[(g —p)u] .

An important issue is the actual p-integrability of e?* - p in eq. (3). This remark leads to the
following definition. The MGF M,,(u) is a convex analytic function in the interior of its proper
domain. Moreover, the Cramer Class of p - i is a vector space. In conclusion, the sufficient
statistics of eq. (3) form a vector space of random variables. We first discuss the properties of
this space.

Definition 2. Consider the set of random variables u such that the moment generating function
0 — My(u;0) = [ e dyi is defined in a neigborhood of zero. Equivalently, there exists a positive
a > 0 such that [(cosh(au) — 1)du < +oo. This set is a Banach space whose closed unit ball

is {u } J(coshu —1)dp < 1} denoted L(®°sh=1) ().

This actually defines a class of classical Banach spaces called Orlicz spaces, see for example the
monograph by J. Musielak (Musielak, 1983, Ch. IT). The same class has been used in Information
Geometry to provide a model for statistical manifolds, see G. Pistone and C. Sempi Pistone
and Sempi (1995), A. Cena and G. Pistone Cena and Pistone (2007), and M. Santacroce, P.
Siri, and B. Trivellato Santacroce et al. (2016b).
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Precisely, given a probability space (€2, F, 1), the moment generating function of the random
variable w is finite in a neighborhood of 0 if, and only if, E, [cosh(Au) — 1] < oo for some A > 0.
The class of such random variables is a vector space that we denote by L(°°s*=1) (;;) and

Lo =1 (1)) 5 4 [[wll pecost ~1)(,y = inf {a>0|E, [cosh(a'u) —1] < 1}
is a complete norm. In particular, the closed unit ball is

{u e Licosh—1) (p) )E (coshu) < 2} .

From now on, we write briefly ||| = |[-[| cosh -1)(,)- Let us consider some special cases.

In the case of a constant random variable v = a € R, cosh(a/||a||) = 2, that is |ja] =
la| /cosh™ 2. Tt would be possible to use an equivalent norm which reduced to the absolute
value on constants, but our choice is more convenient in the computations to follow.

In the case of an indicator random variable, u = al 4,

E, [cosh(a_lalA)] =1— pu(A) + cosh(ata)u(A) ,

hence, [lal4ll = |a| / cosh™ (1 + u(A))/u(A)).
Both cases above belong to the general class of random variable whose moment generating
function is finite everywhere. In such a case, one has to solve for o = ||u|| the equation

E, [eu/o‘} +E, [e_“/o‘} =4.

We will discuss below the important issue of the equivalence of the Orlicz norms for different
ws.

1.3. Cramer class, sub-exponential random variable, Orlicz space. Two very recent
monograph (Vershynin, 2018, Ch. 2) and (Wainwright, 2019, Ch. 2) discuss concentration in-
equalities for randon variables in the exponential Orlicz space L(°**" =1 (11).2 A basic statement
is reproduced below.

Proposition 3. Let u be a random variable of the probability space (X, X, u). The following
conditions are equivalent.

(1) The moment generating function of u is finite in a neighborhood of 0.
(2) The random wvariable u is sub-exponential, namely, there exist constants ¢; > 1 and
c2 > 0 such that P (Ju| > t) < cje™ 2t

(3) It holds supys, (E (\u|k) JINVE = ¢ < 0.

Proof: (1) implies (2). For all t > 0 and each A > 0 such that both E (e*) ,E (e7**) < oo,

(a0 =B (e3> o) B ()

and
Plu<—t)=P(-Au>Xt)="P (e_)‘“ > eAt) <e ME (e_’\“> .
We have
P(lul >t)=P(u>t)+Pu< —t) <2 ME (cosh(\u)) ,
and we can take ¢; = 2E (cosh(Au)) and ca = A. O

2] have introduced this space in IG in the ninties propted by the argument reproduced above about exponential
families. It took to me about 25 years to realize that this assumption is not only imposted by the problem itself,
but has some interesting implication from the point of view of applications
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Proof: (2) implies (3). We have

E (\u|k) :/0 P (]u\k > t) dt :/0 P (|u| > s)ks* ! ds < kcl/o shleme28 s =

k—1
o0 1 [e.9]
kcl/ <“> —du=k% [ e du=k ok (k- 1)l = KL
0 €2 €2 62 0 Cy Cy

Notice that ¢; < c’f because ¢; > 1, so that (E <\u|k) /k!)l/k < ¢1 /ey for all k. O

Proof: (3) implies (1). If E (]u\k> Jk! < cFand 0 < A < 1/c, then

E (M) =1+ i EA) (1) A< i(c)\) !

! 1—ch '
k=1 k=0
O

The sub-exponential inequality of Prop. 3(2) takes the following form when one express the
constants in terms of the Orlicz norm.
For all u € L(cosh—1) (1) and all ¢t > 0, we have,

u o lul ot
Pl 21) P(Huuzuuu)

P (cos (i) = oo (7)) <
2/ cosh (t/ |[ul}) < 4exp (—[luf 7" ¢) .

The bound on the absolute moment of Prop. 3(3) becomes

E <\u|k) = /0 P (|u|k > t) dt = /0 P (|u| > s)ks*~t ds < 4k/0 shles/lull gg =
4k Hu|k/ e du = 4k! ||ul*
0

so that the bound is

M 1/k
(4) E| <4l .

An important application of sub-exponentiality i.e., Orlicz norm, is to provide warranties in
the law of large numbers for small samples.

Proposition 4 (Centered sub-exponential w). If the sub-exponential random variable u is cen-
tered, E (u) = 0, then for all A < 1/(8]|ul|) it holds

E (eMuD < o3B2MullPx?

Proof. We use the bound in Eq. (4). For each A\ < 2|| | we have
oo | <| ’ ) 4 | U /\)2 oy
B (M) < +Z A< 1+Z 4Jull 2)* (_’4”UHA < 1432([[ul| \)? < 2PN

k=2
(|



Proposition 5 (Bernstein inequality). Let be the given sub-exponential centered independent

random variables uy, ..., u, and let a = (ai,...,a,) € R™. Then, for all t > 0, it holds
= , t2 t
' ( 2 0m| 2 t) e (‘mf (128 ST el P 16 ] Huz-u» '
Proof. From Prop. 4, we have, for all t > 0, and 0 < A < W, 1 =1,...,n, that is,
0< A< I that

~ 8max; |a;| ||ug|

P (zn: a;u; > t> < e—)\tE (exp (zn: Aaz”z)) — e—)\t ﬁ]E (e)\aiui) <
i=1

=1 i=1
e—/\t 1—‘[632'@1" [l |7 A — e—>\t exp <32 Z ’ai|2 ||U1”2 )\2) = exp (—)\t + 322 |ai|2 ||U1,||2 )\2) ]
=1 =1 i=1

Let us find the minimum of the parabola A\ — —\t + 32 (Z?:l |a;|? Huz||2> A? under the

1 t 1
constraint 0 < A < ————————— The minimum is at 5 5 A\ )
8 max; [a;| [|ui| 6437 fail® lui||® 8 maxi [as| [Ju|

The value in the first point is —

58 Z?:fraiIQHUiHQ. The line through the vertex of the parabola

isA— —%)\, hence it is above the parabola in the positive interval up to the point of minimum
and it is below the minimum otherwise. It follows that the minimum value is bounded by

b t 1 - t2 t

——1n s = —1n 9
2 64> [ail” flus]|*” 8 max |ai [Jui 128 35 Ja|? [Juq||?” 16 max; |a] [Ju;]
The same bound applies to the other half of the inequality. O

Proposition 6 (Law of large numbers). Let be the given sub-exponential centered independent
random variables ui,...,u,. Then, for all t > 0, it holds

1 & +2 t
Pl |- wi| >t] <2exp (—ninf( , >> .
( n ; ' ) 128 max;—1 HU’ZHQ 16 max; ||u;l|

Proof. Let us apply Prop. 5 with a; = 1/n. The bound becomes

2 t n2t? nt
n 1 5 A 1 = n 7 A 1 >
12830 o flwil|”  16max o [Jugl] 128 377 [Jul] 6 max; [|u|

( t2 N t )
n .
128 maxi—1 ||u;||* 16 max; [|u;||

O

1.4. Orlicz spaces. If ®(x) = coshz — 1, a real random variable u belongs to the vector
space L®(p) if E, [®(av)] < +oo for some o > 0. A norm is obtained by defining the set
{v|E, [®(v)] <1} to be the closed unit ball. It follows that the open unit ball consists of
those u’s such that aw is in the closed unit ball for some o > 1. The corresponding norm
|- l|lop is called Luxemburg norm and defines a Banach space, see e.g. (Musielak, 1983, Th 7.7).
The function cosh —1 has been chosen here because the condition E, [®(av)] < 400 is clearly
equivalent to [E, [etv] < oo for t € [—a, al, but other choices will define the same Banach space
e.g., ®(x) = el*l —|z| — 1. By abuse of notation, we will denote all these equivalent functions
by ®.

The main technical issue in working with Orlicz spaces such as L(COShfl)(p) is the regularity
of its unit sphere S = {u‘ el (cosh —1),p = 1}. In fact, while E, [coshu — 1] = 1 implies u € S,
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the latter implies E, [coshu — 1] < 1. Subspaces of L® where this cannot happen are called
steep, see examples in Pistone (2013b). If the state space is finite, the full space is steep.

The relevance of steep families in exponential families is discussed in Barndorff-Nielsen (1978).
Steepness is important when related with the idea of embedding. Consider the mapping
O Ps 2 p v =3"(p), b1 = ®r.. Then [®(v) du = [p dp = 1 hence |jull, = 1
and we have an embedding of P~ into the sphere of a Banach space.

If the functions ® and ®, are Young pair, for each u € L®(p) and v € L®*(p), such that
[ullg s [Iv]lg, , < 1, we have Ej, [uv] < 2, hence

L% (p) x L*(p) 3 (v,u) > E, [uo]

is a duality mapping,

(w,v),| < 2l p 0l
A sequence u,, n = 1,2,... is convergent to 0 for such a norm if and only if for all € > 0
there exists a n(e) such that n > n(e) implies E, [®1(%2)] < 1. Note that |u| < |v| implies

o [ ()] <5 [ ()] =2

s that [[ullg, , < [[vllg,

In defining our manifold, we need to show that Orlicz spaces defined at different points of
statistical models are isomorphic, we will use frequently the fact that following lemma, see
(Cena and Pistone, 2007, Lemma 1).

Lemma 7. Let p € M and let ®q be a Young function. If the Orlicz spaces L*°(p) and L*(q)
are equal as sets, then their norms are equivalent.

The condition u € L ~1(p) is equivalent to the existence of the moment generating function
g(t) =E, [et“] on a neighbourhoods of 0. The case when such a moment generating function is
defined on all of the real line is special and defines a notable subspace of the Orlicz space see
e.g., Rao and Ren (2002). Such spaces could be the model of an alternative definition of as in
Grasselli (2001).

In fact, the Banach space L*(p), ¢ = cosh —1 is not separable, unless the basic space has
a finite number of atoms. In this sense it is an unusual choice from the point of view of
functional analysis and manifold’s theory. However, L®(p) is natural for statistics because for
each u € L®!(p) the Laplace transform of u is well defined at 0, then the one-dimensional
exponential model p() o e is well defined.

However, the space L®*(p) is separable and its dual space is L*(p), the duality pairing being
(u,v) = Ep [uv]. This duality extends to a continuous chain of spaces:

1 1
L*(p) = L(p) — L*(p) = L' (p), 1<b<2, PRI

where — denotes continuous injection.
From the duality pairing of conjugate Orlicz spaces and the characterization of the closed
unit ball it follows a definition of dual norm on L®*(p):

Np(v) = sup {E, [uv] [ Ep [®(u)] < 1}.

2. NON PARAMETRIC INFORMATION GEOMETRY: EXPONENTIAL BUNDLE

2.1. Moment generating functional and cumulant generating functional. In this sec-
tion we review a number of key technical results. Most of the results are related with the
smoothness of the superposition operator L‘I’(p): v — exp ov. Superposition operators on Or-
licz spaces are discussed e.g. in Krasnosel’skii and Rutickii (1961) and (Appell and Zabrejko,
1990, Ch 4). Banach analytic functions are discussed in Bourbaki (1971), Upmeier (1985) and
Ambrosetti and Prodi (1993).

Let p € P~ be given. The following theorem has been proved in (Cena, 2002, Ch 2), see also
Cena and Pistone (2007).
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Proposition 8.
(1) Fora>1,n=0,1,... and u € L®(p),
w1 Wp u

)\a7n(u): (wl,...,wn)b—)? . ?eg

is a continuous, symmetric, n-multi-linear map from L®(p) to L* (p).
v n
(2) v 0L (5) is a power series from L®(p) to L*(p) with radius of convergence
> 1.
(3) The superposition mapping v +— e/ is an analytic function from the open unit ball of
L*(p) to L°(p).

Definition 9. Let ® = cosh—1 and B, = Lg’(p), p € P~. The moment generating functional
is My: L®(p) > u > E,[e¥] € Ry U {+co}. The cumulant generating functional is K,: By >
u > log Mp(u) € Ry U {+o00}.

Proposition 10.

(1) M,(0) = 1; otherwise, for each centered random variable w # 0, My,(u) > 1.

(2) M, is convex and lower semi-continuous, and its proper domain is a convex set which
contains the open unit ball of Lq’(p); in particular the interior of such a domain is a
non empty convex set.

(3) M, is infinitely Gateaua-differentiable in the interior of its proper domain, the nth-
derivative at u in the direction v € L®(p) being

mn
ﬁMp(u + tv) i =E, [v"e"];

(4) M, is bounded, infinitely Fréchet-differentiable and analytic on the open unit ball of

L®(p), the nth-derivative at u evaluated in (v1,...,v,) € L®(p) x --- x L2(p) is
D" My (u)(v1,...,v,) =Ep[v1 -+ - vpe”].
Proposition 11.

(1) K,(0) =0; otherwise, for each v # 0, K,(u) > 0.

(2) K, is convex and lower semi-continuous, and its proper domain is a convex set which
contains the open unit ball of Bp; in particular the interior of such a domain is a non
emply convex set.

(3) K, is infinitely Gateaus-differentiable in the interior of its proper domain.

(4) K, is bounded, infinitely Fréchet-differentiable and analytic on the open unit ball of V.

Other properties of the key functional K, are described below as they relate directly to the
exponential manifold.

2.2. Families of Orlicz spaces. Let P, (u) be the set of positive probability densities of the
measure space (X, X, u). As explained above, we associate to each density p a space of p-
centered random variables to represent scores of one-dimensional statistical models. That is, if
the one-parameter statistical model I > ¢t — p(t) € Py(u), I open interval, is regular enough,
then u(t) = 4 logp(t) satisfies B, [u(t)] = 0 for all t € I. In particular, if p(t) = e!*~¥®) . p,
with u € By = {u € L{cosh=1) () ‘ Ep [u] = 0}.

It is crucial to discuss how the relevant spaces of p-centered random variables depend on
the variation of the density p, that is it is crucial to understand the variation of the spaces
B, = L2(p) and *B, = L*(p) along a one-dimensional statistical model p(t), t € I. In
Information Geometry, those spaces contain models for the tangent and pre-tangent spaces of
the statistical models. We require that they must be isomophic at two different points of a
regular model, they must be isomorphic. In particular, they must be equal with equivalent
norms.

We use a peculiar notion of connection by arcs, which is different from what is usually meant
with this name. Given p, ¢ € P>, the exponential model p () < p'~?¢% 0 < 6 < 1 connects the

9



two given densities as end points of a curve, p() x exp (9 log %) - p, where log% is not in the
exponential Orlicz space at p unless 6 can be extended to assume negative values.

Definition 12. We say that p,q € P~ are connected by an open exponential arc if there exist
r € P~ and an open interval I, such that p (t)  ef“r, t € I, is an exponential model containing

both p and q at tg, t; respectively. By the change of parameter s =t — ty, we can always reduce
to the case where r = p and u € L®(p).

The open connection of Def. 12 is an equivalence relation.

Definition 13. Let us denote by S, the interior of the proper domain of the cumulant generating
functional K. For every density p € P, the mazimal exponential model at p is defined to be
the family of densities

Ep) = {e“_KP(“) p ’ u € Sp} .

Proposition 14. The following statements are equivalent:

(1) g € M is connected to p by an open exponential arc;
) q € E(p);

(2
(3) €(p) = E(q);

(4) log I belongs to both L®(p) and L*'(q).
(5

) L‘I’l( ) and L®'(q) are equal as vector spaces and their norms are equivalent.
In the following proposition we have collected a number of properties of the maximal expo-
nential model £(p) which are relevant for its manifold structure.
Proposition 15. Assume q = e*~5»(W) . p € £ (p).
(1) The first two derivatives of K, on S, are

DEp(u)o = Eq [v],
D?K,(u)(v1,v2) = Cov, (v1,v2)

(2) The random variable ]% — 1 belongs to *B,, and

DK, (u)v =E, [(; - 1) U] .

In other words the gradient of K, at u is identified with an element of *B,, denoted by
VK,(u) = et K 1 = -1
(3) The mapping By > u— VKy,(u) € *B,, is monotonic, in particular one-to-one.
(4) The weak derivative of the map Sp > u — VK,(u) € *By at u applied to w € B, is
given by
q
D(VEy(u))w = » (w —Eq [w]),
and it is one-to-one at each point.
5) The mapping "U} : v — B v is an isomorphism of * By, onto *By.
) a/p € L™ (p).
7) D (q|lp) = DK,(u)u — Ky(u) with ¢ = e~ 5@ p in particular —D(q || p) < +oc.
8)

(9) “Ui: ur— u—E,[u] is an isomorphism of By, onto By.

2.3. Hilbert bundle, exponential bundle.
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3. NONPARAMETRIC INFORMATION GEOMETRY: SMOOTH DENSITIES

Any statistical method that requires the computation of a density function p at a given
sample point z requires the continuity of the density to ensure the existence of p(z) = [ p dés,
that is, the basic sampling operation. Some applications require the computation of derivatives
at a given sample point. In this section, I will consider some examples of this type in order to
motivate a further specification of the formalism of the exponential statistical bundle.

The basic measure space is (R™, B, 1). The reference measure is either the Lebesgue measure
or, the Gaussian probability measure. Here & (i) denotes the exponential manifold at p and
SE (u) is the exponential bundle.

(1) A inner product on the Hilbert bundle of probability simplex that involves the space
derivatives has been introduced by Otto (2001) in the context of evolution equations.
The construction is not fully formalised in that paper. One full development appears in
Ambrosio, Gigli, and Savaré (2008). Another possible setup is developed Lott (2008),
who, in turn, refers to Kriegl and Michor (1997). I try to retell the story in the language
of exponential manifolds in section 3.1 below.

(2) An interesting similar case was independently developed in Hyvérinen (2005) and Parry,
Dawid, and Lauritzen (2012). They define statistical divergences that depend on deriva-
tives and prompt for a non-Fisherian Information Geometry, that is, a construction
based on a different inner product on the fibers of the relevant bundle. The classical
geometry of divergences is discussed in § 2.7 of Ay et al. (2017). See sections 3.2 and 3.3.
below. Compare § 13.6 of Amari (2016)

(3) Parabolic equations

3.1. F. Otto’s metric. Here is Otto’s definition in the context of the the statistical bundle
SE (n) with p(dx) = dz. For each p € € (u) and

s€ i ()= {5 € LoD ) \ Bils] = [ ste)de =0} |
assume there is a solution to the elliptic equation
(5) -V -(pVu)=s, uweS,E(n) .

Notice that the more usual border condition is replaced by an integral condition. This implies

/s(m)gb(m) dx = /Vu(:n) -Vo(z) p(x)dx

for all test functions ¢ and prompts for the definition of the following family of inner product
on the statistical bundle:

(6) Sp€ (p) X Sp€ (p) 3 (w,v) = ((u,v)), =E, [Vu- Vo] .

If the velocity of the curve t — p(t) € £ (u) is computed with the score Sp(t) = % 4 log p(t),
we want the natural gradient of the mapping F(p) = E, [f] with respect to the inner product
of eq. (6). We know how to compute the natural gradient in the statistical bundle:

d
SE0) = [ =By (1S o0

Now consider that [(f —E,[f])p du = 0, so that it is possible to assume that (f —E,[)]p €
S1€ (i) and hence solve eq. (5). In conclusion, if V' is the section of SE (u) defined by
V- (pVV(p) = (f =Ep[fDlp, Vip) € Sp€ (1) ,
then

(V0). 500 = — [ TAOTV(N)S0(0) i = [ (=B IS0 = LF(p(0)

A similar computation provides the natural gradient for other funcional of interest, for ex-

ample, the entropy H (p).
11



3.2. Local scoring rules. Consider a statistical model C on a real measure space (R", ;1) and
assume each density in the model is positive, continuous and differentiable in some (possibly
weak) sense up to an order k.

Definition 16. A local scoring rule is a mapping S: C with values in Borel function z — S(z;q)
which is k-local, that is, such that S(z;q) depends on the value at = of ¢ and the derivatives
up to order k. Moreover, assume that the risk under a positive p € C is well defined as
d(p,q) = E,(S(q)). The local scoring rule ¢ — S(q) is proper if ¢ — d(p,q) is minimized
at ¢ = p only, that is, d(p,q) > d(p,p) and d(p,q) = d(p,p) implies ¢ = p. The divergence
associated to S is D(p,q) = d(p,q) — d(p,p).

Remark 1. The minimization of ¢ — D(p, q) is equivalent to the minimization of ¢ — d(p, q).
But notice that d and D are not equivalent from the statistician’s point of view. In fact, there
is a sampling version of the risk namely, d(q) = Zjvzl S(Xj,q) with (X;) IID p. Moreover,

q = argmin cZ(q) is an estimator of p. On the other side, D(p, ¢) has no sampling version.

3.2.1. Ezxample: log-score. It is possible to formalize in this language the construction of the
Kullback-Leibler divergence. Take C be the set of all possible continuous and bounded densities
on the Borel space (X, X, u) and define the 0-local scoring rule S(z,q) = —logg(xz). The
expectation E,(—logq) is finite because all densities are bounded.? Clearly,

d(p,q) = — / p(x)logq(x) p(dr) =
(

/zéglog Zé;q(:r:) p(dz) — /p(:v) log p(z) p(dz) >

/ (0(z) — () pldz) + d(p,p) = d(p,p) -

The divergence can be translated to the minimum value to get a non-negative divergence,
which is precisely the Kullback-Leibler divergence,
p(z) p(z) px)
d(p,q) — d(p,p =/px log ——= u(dz =/logqm p(dz) =D (pllq) -
r.0) ~ dlp.p) = [ pla)tog B i) = [ B2 108 ata) utdz) = D o o
Conversely, we could procede the other way round. The KL-divergence is always well defined
and faithful because, if we write f(t) = tlogt, then f is strictly convex and bounded below, so

Dplo) = [ £(45) atw) uiae) = 1 ([ E0at0) ut) = (1) =0

q(z) q(x)
and D (p|/¢) = 0 implies p/q = 1.

From the KL-divergence one could recover the score, which is that part of the divergence
that has a sample version. Notice that the application of the LLN in the sample case requires a
further assumption i.e., log ¢ must be p-integrable for all p,q € M. A warranty on convergence
requires further assumptions on logq, for example, sub-exponentiality. This is the case when
the model C is a sub-model of an exponential model.

3.3. Hyvarinen divergence. Here is our main case.

Definition 17 (Hyvérinen divergence). Let us assume now that the sample space is the n-
dimensional real space and each density ¢ € C is strictly positive and such that 0;logq = 9;¢/q
is square integrable for each p € M. The Hyvdrinen divergence is

Dulp.a) = [ IVlogp(a) - Vioga(o)*pla) da

3Weaker assumptions are enough. As —loggq > 1—q, D(p, q) is well defined, possibly +o0, if [ q(z)p(z) p(dr) <
+oo for all p,q € C which is the case if C C L?(p).
12



Let us see that this divergence comes from a local scoring rule. By expanding the squared
norm of the difference, we obtain

Du(p,q) = ;/!Vlogp(x)\zp(x) dw+;/!VIOgQ(x)\2p(x) dw—/Vlogp(x)‘VlogQ(x) p(x) dx .

The first term does not depend on ¢. Integration by parts in the last term gives

—/Vlogp(x)-VIOgcJ(x) p(z) do = —/Vp(x)-Vlogq(w) do = /Alogq(x) p(z) dz

if the second derivatives exist and the border terms vanish. In such a case, we define the
Hyvdrinen score to be

1
Su(q) = Alogg(x) + 5 [Viegg()[* .

Recall that minimization of the expected Hyvérinen score is the same as minimization of the
Hyvarinen divergence.

The computations above were done first in Hyvérinen (2005). The paper Parry et al. (2012)
discus the possible forms of a local scoring rule. The Hyvérinen divergence provides us with
an example where a statistical problem requires a detailed discussion of the properties of the
spatial derivatives. This methodology was originally motivated by the need of a divergence that
does not require the computation of the normalizing constant. That is, if p(z) = f(x)/Z, then

log p(x) =log f(x) — log Z and Vlogp(x) = Vlog f(x).

3.3.1. Ezample: Gaussian case. All assumptions are satisfied if C is the multivariate Gaussian
model.

Let us discuss now the case when C is a subset of the maximal exponential model € (1), that
is ¢ € C implies ¢ = e Kr(W) . p 4 € B,. The Kyvarinen score is computable if p and u are
differentiable as

1 1
Su(q) = A(u—Kp(u))+Alogp+§ IV (u— Kp(u)) + logp]2 = Au—i—Alogp—i-i |Vu+ Vlogp|2 )

The risk at p (the same as in the chart) is
1
Ep [Su(a)] = Ep [Au] + E, [Alogp] + 5 By |[Vu+ Vlogpl| =

%Ep [|Vu|2] +E, [Vu- Viegp] + %Ep [|v1ogp\2] - %Ep [mﬂ n %Ep [|v1ogp|2} .

In conclusion, in the exponential parametrization, the Hyvéarinen divergence is associated
with a special inner product on the exponential bundle,

((u,v))p =E,[Vu-Vv] , uw,veB,.

3.3.2. Variations on the theme: deformed exponentials. Another option is to substitute the log
function with the Nigel Newton deformed logarithm log () = [ ds/A(s), A(t) = s/(1+s). See
the references to this formalism in Montrucchio and Pistone (2017). A possible definition in
this case is

Danlpa) = [ V104p(a) = Vlog s a(o)]* Alp(a) d

Part 2. Gaussian probability space

In this second part, the idea is to review the construction of the exponential manifold using
tools from the analysis of Gaussian spaces. A short recap of facts about the Gaussian space as
it is defined in P. Malliavin textbook (Malliavin, 1995, Ch. V) is offered in section 4.1. Here, I
consider only the finite-dimensional sample space. References for the infinite-dimensional case
are monographs Malliavin (1997) and Nourdin and Peccati (2012). These notes are partly taken
from Pistone (2017, 2018a).
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Fisherian Information Geometry considers properties of statistical models that are invariant
under measurable transformation of the sample space. This fact is well expressed by Chentsov
characterization of the Fisher information. See Ch. 5 of Ay et al. (2017).

Any assumption on a specific structure of the sample space actually changes the picture. For
example, on the real space is natural to consider statistical models induced by the action of a
flow and the properties of such models could ardly be described with the tools of IG alone.

4. INFORMATION GEOMETRY ON THE (GAUSSIAN SPACE

When the sample space is R", there is a particular class of statistical models of interest,
namely, translation models. If f is a probability density of the Lebesgue measure, for each
h € R", the curve § — f(z — 6h) defines a curve whose Fisher’s score is

Vf(x—0h)-h

ilogf(av—é?h): = 0n)

do

and whose Fisher information is

(V/(x — 0h) - h)? (V) )
/ F(x— o) e —om dz = | i Y

It is interesting to note that the quantity above appears in Statistical Physics literature with
the name Fisher Information but without any reference to the Fisher-Rao-Cernov theory. Let
us see an example of its use, taken from § 5.5.2-3 of McKean (2014).

Ezxample. In dimension 1, take a density ¢ with mean value 0 and variance 1. Observe that

F(q):/(q’+qa:q)2:/(q;)2+2/xzq’+/xzq2:/(q(;)?_l

2
—1/2-22/2

is zero only if ¢’ + xq = 0, that is, ¢(z) = (27)
Let ¢(t) be the density of Y = e !X + V1 — e 2Z with X ~ ¢ independent of Z ~ N(0, 1).
2
One has §a(y;t) = S=a(y;t) + 5 (ya(y; 1), In fact,

[0t oty ay = L (6 (etx 4 VT 7)) =

dt

E <¢’ (e_tX i e—2tz) (—e_tX + 16_2;_% z)) _
E <¢>’ (e_tX +V1- e,th> (—e_tX —Vi-e2%z+ ﬁ Z>) _
% /IE (d)’ (e*tX + mz)) zy(2)dz =
/¢’(y)yq;t(y) dy — \/1_1—6_% /E ((b’ (e‘tX + mz» Y (2)dz =

[ 6 @uatust) dy+ [B(o7 (X 4 VI=e2)) 2z = [0 0+ 6" W)atwi0)

/ o' (y)ya(y;t) dy +

Let us compute the rate of entropy production of t — q(t):
14



4 (= [aoroza) = - [ ogato + vite) =

2
- /(log q(y;t) +1) (;yﬂ(y; t) + aay(yq(y;t))> dy =

2 EOVNE:
/(q((y) /aqy,mﬁ/(@;(m—l:ﬂq@»-

y;t y;t)

This has to be compared with the generic equation:

%H(Q(t)) = (grad H(q(t)), Sq(t)) 4y = (—log(q(t)) — H(q(t)), Sq(t)) sy -

Here we have used the specific evolution equation for ¢ — ¢(t).
McKean proceeds with the proof of a “logaritmic Sobolev inequality.”

4.1. Analysis of the Gaussian space. On the Gaussian space, computations like those illus-
trated in the previous section must be adapted. Let us show, in particular, what happens with
the translations.

We denote by 7, the translation operator mpu(z) = u(xz — h). The following result shows the
kind of checking we need in the Gaussian space.

Proposition 18 (Translation). If u € L*(v) then myu € L'(v) and the mapping u — Thu is
continuous with norm bounded by elhl”.

Proof. We have

ooy /\uw— V() do =

/ ()] vy + h) dy = / ()| 7@ + By @W)r(y) dy <
1/2 ,
( [+ dy) lll 20y = e [0l 2o

where the last equality follows from the computation
_ 1,02 2 2 1, o2
Yy + h)y~Hy) = (2m) 22Vl —lvthl™ — (27 )n/2elhl e 2ly=2h1"
O

Compare with the case of Lebesgue spaces where the translation is an isometry from each
space into itself. If u € L?(v), we want to consider the differentiability of h — T,u € Ll( ).

If f: R™ — R is differentiable define 0, f(x) = z; f(z) — 8%jf(azc) and 0% = [[7_, (5] ,a € A=
Z%, and the Hermite polynomials are defined by H,(z) = 6“1. It is an orthogonal total system
in L?(v) = L*(R", B,v) with | Ho|? = [ Ho(2)*y(z) dz = ol .

Each u € L?(7y) has the Fourier expansion

u = Z ca(u)éHa . calu) =(u,Ha)., = /u(w)Ha(:U)'y(a:) dz

9 1
with Hu|| = > 0en o Let 7 be the finite measure on A defined by 7(a) = 1/al. The

mapping u <> ¢. is an 1sometry between L?(y) and L?(r). In Malliavin (1997) the space (A, )
is called the numerical model of the Gaussian space.
15



As 0jHy = ajHo—e; if aj > 1, zero otherwise, and §; Hy, = He e, we can define the operators
on L2()

1 1
8] (Z Ca'Ha> = Z CO¢+6] a'Ha 5

acA acA

5 (
acA

6;0; (
acA

whose domains are, respectively,

)
= [ },
{

1
OjCa—e; 'Hoza
(e%)
a€A: a;>1

§ ajca H, ,

a€A

dom (¢

> }-

Proposition 19. The operators 0;, §;, §;0; are closed.

dom (6;0;) {

Proposition 20. If u € dom (0;) and v € dom (J;). then (Oju,v), = (u,d;v). .

In particular, if u € dom (9;) and ¢ € C§°(R™) (compact support) then ¢, ;¢ € L*(y) and
¢ € dom () so that (Oju, d). = (u,0;¢)..

Under the same assumptions, let us consider the ordinary integral and the distributional
definition of partial derivative. The space of infinitely differentiable functions with compact
support is denoted C§°(R™). Notice that, if B is a ball, the restriction to B is continuous
mapping from L?(v) into L?(B).

/Gju(x) ) de = Z Cate; /H

acA
3 +(a+1), / 0 Hase,(0)0(0) do =~ [ u(@)dy0(c) dz

a€cA

so the operator 9; coincides with the derivative in the sense of distributions. The following
proposition is a converse statement.

Proposition 21. If u € L?() and v’ is the j-partial derivative in the sense of distributions,
[ @ot) do =~ [u@oplw) do . o€ CFRY

and u' € L*(7), then u € dom (9;) and 9; = u'.

If u € dom (0;) for all j, the gradient operator V is defined as the vector field whose compo-
nents are the dju(z). Its domain is the intersection of the domains dom (V) = N7_; dom (9;).

Proposition 22 (Poincaré inequality). If u € dom (V) then

/

2
v) do < / IVu(@)|Py(z) de

16

u(z) — /u(y)v(y) dy




Proof. The following proof is given in the numerical model. Other proof are given in the quoted
literature. We have Jju =), Cate; %Ha for each j, hence

2 2 2 2
2 Ca—i—e]- . . Ca+ej . ,Ca Cq
||8yu||y—27—2(0@+1)m— Za;az wE
a a a;>1 a;>1
It follows
2 - 2 - Ci <
ALES SIS 3 3 B9 33
=1 j=1la;>1 a0
As ¢ = [u(x)y(x) dz , we have proved the Poincaré inequality, O
Proposition 23 (Gauss-Taylor expansion). If f € C®(R") and 0“f € L?(v) for all o € A,
then
1
EONUELSERSY ([ o stere) as ) st
! = !
and
> 1
2 «
112 = ( Jorren@ ) o

a€A

Definition 24 (The space D). We denote by D the domain of V endowed with the Hilbert
norm

n
2 2 2
lully = lull2 + D l05ul
j=1

Proposition 25. Ifu € dom (V) and h € R™, then h — 7_pu is differentiable as a mapping in
LY(v) with derivative in L*(v) given by

1 1
T_h—u:/T_shVu-hdSZVu-fH—/(T_shVu—u)-hds
0 0

Proof. Consider the measurable mapping
[0,1] x R™ 5 (¢t,x) — Vu(x +th)-h
and observe that Vu(z + th) - h = 7_4,Vu(z + th) - h. By proposition 18
1 1
/ dt/ |Vu(x + th) - hly(z) de < / !N gt < 4o .
0 0
By Fubini theorem, the partial integration
1
:/ Vu(z +th) - h dt
0

is a y-integrable random variable, in particular it is locally integrable. For each ¢ € C§°(R"),

/¢(a:)v(a:) dx = /qb(a:) (/01 Vu(z +th) - h dt) dr =
/01 /Qb(fv)jzn;hjaju(x—f-sh) dr | dt = /01 /¢(y_5h)j2";hj8ju(y) i d—

/01 (/—w(y—sh).hu(y) dy> dt:/</1d¢(y_8h)> uly) dy =

[ @t —m — o)ty = [ ota) (ulr+) — u(w)) da

hence v(z) = u(x + h) — u(x). O
17



4.2. Gaussian Hyvéarinen. On the Gaussian space (R",7), v(z) = (27r)*"/2e*‘x|2/2, consider
two densities of the exponential manifold p,q € £. We have logp, logq € L =1 (y) € L2(~).
If we assume moreover log p,log ¢ € D, the quantity

[Vlogp — Vlogq|”
is well defined in L!(v), but this is not enough to ensure the finitness of

Dcu(p, q /]V]ogp Vlogq(x)|2p(x)7(x) dx

unless p = 1. Here, the issue is the dependence on a variable p, that appears both in the
gradient and in the integration.

5. GAUSSIAN ORLICZ-SOBOLEV EXPONENTIAL MANIFOLD

This part of the lectures follows closely Pistone (2018a) and is more detailed that the previous
parts. We give essentially full proofs or detailed references and offer the discussion of a number of
critical examples, precisely, the same examples that have been informally discussed in section 3.

In all this section the sample space is the real Gaussian space of dimension n, (R™, B,v). The
standard Gaussian density is denote by 7.

5.1. Orlicz spaces. First, we review basic facts about Orlicz spaces, see, for example, Ch. II
of Musielak (1983).

The couple of Young functions (cosh —1) and its conjugate (cosh —1), are associated with
the Orlicz space L") (y) and L2 =D« (), respectively. The choice of this specific couple
is inessential. For example, as 1 e” < coshx < e%, the couple € — 1 and ylogy — y would give
the same results.

The space L(cosh—1) (7) is called ezponential space and is the vector space of all functions
such that [ (cosh —1)(af(z))y(x ) dx < 00 for some « > 0. This is the same as saying that the
moment generating function G(t) = [ et (@) (z) dx 1is finite on a open interval containing 0.

Computations If 2, > 0, we have (cosh —1)’(z) = sinh(z), (cosh —1),(y) = sinh ™! (y) = log (y +v1+ yz),
(cosh —1),(y) = [ sinh~ L(t) dt. The Fenchel-Young inequality is

xy < (cosh —1)(z) + (cosh —1).(y) = /0 sinh(s) ds —1—/0 sinh™ " (¢) dt
and
(cosh —1)(x) = xsinh(x) — (cosh —1),(sinh(z)) ;
(cosh —1),(y) = ysinh ™' (y) — (cosh —1)(sinh ™' (y))

)
(
= ylog (y+ (1 +y2)1/2) 1 +y2)_1/2 .

The conjugate Young function (cosh —1), is associated with the mizture space L€ =D= ().
In this case, we have the inequality

(7) (cosh —1).(ay) < C(a)(cosh —1)4(y), C(a) = max(|a|,a?) .
In fact
(cosh —1).(ay) =

a
/yay—t dt:az/yy S_a/ y=s oy,
0 V141t 0 V1+a?s? [ L+ 52
The inequality (7) follows easily by considering the two cases a > 1 and a < 1. As a consequence,
g € Lleosh =D+ (4} if, and only if, [ (cosh—1).(g(y))v(y) dy < oo.
In the theory of Orlicz spaces, the existence of a bound of the type (7) is called As-property,
and it is quite relevant. In our case, it implies the following. See the proof in the reference

given above.
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Proposition 26. The mizture space Lot —1)« (v) is the dual space of its conjugate, the ex-
ponential space L(€osh—1) (7). Moreover, a separating sub-vector space e.g., C3° (R™), is norm-
dense.

Other Young couple. In the definition of the associated spaces, the couple (cosh —1) and (cosh —1), is
equivalent to the couple defined for z,y > 0 by ®(z) =e* — 1 —z and ¥(y) = (1 +y)log(1+y) —y. In
fact, for t > 0 we have log (1 +t) < log (y + V1 + t2) and

log (t+ \/1+t2> < log (t+ \/1+2t+t2) log (1+21)

so that we derive by integration the inequality

U(y) < (cosh —1).(y) < S¥(2y) .

<1
2
In turn, conjugation gives

1

§<I>(:c) < (cosh—1)(z) < P(x) .

The ezponential space L(€osh—1) (v) and the mizture space [ (cosh—1). () are the spaces of

real functions on R™ respectively defined using the conjugate Young functions cosh —1 and
(cosh—1),. The exponential space and the mixture space are given norms by defining the
closed unit balls of L(°s"=1) (4) and L(*sh =1+ (~) respectively, by

{1] [com-nson see <1f. {a] [(com-1.t000) droyao <1}

Such a norm is called Luxemburg norm.
The Fenchel-Young inequality

xy < (cosh —1)(x) + (cosh —1).(y)
implies that (f,g) — Eps[fg] is a separating duality, precisely

VRIS

A random variable g has norm [|g|| ; (cosn -1). ;) bounded by p if, and only if, ||g/pl| fcosh ~1). () <
1, that is Eps [(cosh —1).(g/p)] < 1, which in turn implies

En [(cosh =1).(ag)] = Ear [(cosh —1).(ap(g/p))] < per

for all @ > 0. This is not true for the exponential space L(sh=1) (),
It is possible to define a dual norm, called Orlicz norm, on the exponential space, as follows.
We have || f[|(f(cosh-1)(yy)» < 1 if, and only if |[ f(z)g(x)y(z) do | < 1 for all g such that

[ (cosh —1),(g(x))y(z) dz < 1. With this norm, we have

®) \ [ @t i

The Orlicz norm and the Luxemburg norm are equivalent, precisely,

< 2l o1 o 19 o102 -

< | Fllzcosh ~1s ()=

()

HfHL(cosh 1) < ||f”L(co<h 1)*(7)* < 2HfHL(cosh 1)( ) .

We define the Banach space of centered random variables in the exponential space,

S.E = {ueL<°°Sh1 '/ )dx_O}

and the moment function Z.: S,& — Rx U {oc}, Z,(u) = [

Proposition 27. Z, is strictly conver ad its proper domain contains the open unit ball of
SyE. The interior Sy of the proper domain of the moment generating function is a convex open
nonempty subset of S,E&.
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5.2. Exponential arcs. The use of the exponential space L(cosh—1) () is justified by the fact
that for every 1-dimensional exponential family of the Gaussian space

J 360~ p(d) xe” , Jneighborhood of 0 ,

the sufficient statistics v belongs to the exponential space, v € L(®5h =1 (v).

Actually, we are going to see now the simple, but crucial, result that extends the construction
to a manifold of positive densities containing . This topic has been incrementally developed
in a series of paper, Cena and Pistone (2007); Santacroce, Siri, and Trivellato (2016b, 2018).

Definition 28. Two positive densities p and ¢ of the Gaussian space, p,q € £ (), are said to
connected by an open exponential arc, p — ¢, if there exists an interval J containing [0, 1] such
that

9) /p(m)l_eq(a:)e'y(x) dr <+, 6OeJ.

o

This is the same as the existence of an exponential family p(t) = e ¥® .p with t € J, I = J
and p(0) = p, p(1) =¢.

The following theorem is the key result for our construction.
Theorem 29. Consider positive densities p,q € Py(7). If the two densities are connected by
an open exponential arc, p — q, then LM =1 (p.~) = L{cosh=1) (4. 4).

Proof. The relation p — ¢ is symmetric, then it is enough to show one inclusion. Let be given
w € Llcosh—1) (p-p) and let p(t) oc ep, t € J, be the open exponential curve that connects p
and g. The function

1
(10) RxJ>3 (a,t)— / i(exp (aw + tu) 4+ exp (—aw + tu)) ydu ,

is clearly convex. At t = 0 the value is proportional to E, [(cosh —1)(aw)]. Because of the
assumption w € L(cosh—1) (p-7), that value is finite for all a in an open interval I around 0.
If @ = 0, the value is equal to the normalizing constant of the model so that it is finite for
all t € J. Tt follows that the value of 77 is finite on the convex set generated by I x {0} and
{0} x J, in particular on the vertical section at ¢ = 1, where it is equal to E; [cosh(aw)]. O

Remark 2. Note that the equality of the two Orlicz spaces implies the equivalence of the norms,
that is the spaces are homeomorphic as Banach spaces. This is a general result for Orlicz spaces,
see Lemma 1 of Cena and Pistone (2007). This is an essential ingredient of the full picture.

Let us show that the open exponential connection is an equivalent relation.

Proposition 30. If p,q € P (7y) are connected by an open exponential arc, p — q, then logg

and log% belong to both L\ =1 (p.~) and L(P =1 (q.~). Moreover, - — - is an equivalence
relation.

Proof. The integral in eq. (9) can be rewritten in exponential form in two ways,

7
/<q> pVZ/eXP<910gq>p7<—l—oo, edJ,
P P
0
p _ p
/(q) qv—/eXp((l—G)logq>qu<+oo, 0ecJ.

This shows that the condition is necessary.

and

Conversely, consider that the exponential family p(f) o exp (9 log %) p is well defined in a

(cosh —1) (

neighborhood of 0 because of log% el p-7) . Moreover,

[% 1-60
exp <0 log q> p= <q> p= <p> g = exp <(1 —6)log p) q
p p q q
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so that the exponential model is defined in a neighborhood of 1 because of log % e [(cosh—1) (q-7)-

The relation — is reflexive and symmetric. Assume now p — ¢ and ¢ — r. In follows
from proposition 29 that Lh=1) (p.~) = Llcosh=1) (4. ~) = [lcosh=1) (1. 5)  We want to
show that log £ € L{cosh=1) (. ~). But log 2 = logg + log 2 with logg € Lcosh=1) (4. ) and
log 1 € L(cosh—1) (r-7y). The equality of all spaces yelds the conclusion. The same when p and
r are exchanged. 0

Definition 31. The equivalence class for the relation — that contains p is the maximal expo-
nential model at p, denoted £(p).

We focus here on the equivalence class containing 1. It is the maximal exponential model
&€ = &£(1) of the Gaussian space.
Let us write eq. (9) with p = 1 and ¢(z) = V@),

(11) /ef’v(x)y(x) dr <400, HeJ.

It is clear that ¢ € &£ implies v = logq € L(" =1 (5). Conversely, if ¢ = ¢’ and v €
[, (cosh —1) (,}/) ie.,

cosh (av(x))y(x) de <2 for some a >0,

then [ e’y <4 for § €] — ,0]. For 6 € [0, 1] the convexity of the exponential implies

/eev(r),y(x) de < (1 79) +(9/e”(z)’)/($) de =1.

The condition 6 €] — «, 1] define an exponential arc which connects v and ¢, but it is not open.
In conclusion, the condition ¢ = eV, v € L¢P ~1) (), does not imply ¢&.
Here is a possible description of £.

Proposition 32. (1) The cumulant mapping K : L =1 (4) = [0, 00] is convex and L.S.C.

The proper domain {K < oo} = dom K contains unit ball. The interior of the proper
domain (dom K)° is a convex set that contains the open unit ball.

(2) The positive density q € P(7y) belongs to the class € if, and only if, has the exponential
form g = exp (u — K(u)) with u € (dom K)°.

Proof. (1) The closed unit ball is {u € L(h=1 () | E (cosh(u) — 1) < 2}. For such an u,
E(e*) < 2E(cosh(u)) < 4 < +oo. From this, the second statement is follows. See
theorem III.(2.5) in Barvinok (2002).

(2) Assume u € (dom K)°. It follows that the set of #’s such that u € (dom K)° is an
open interval that contains [0, 1], so that ¢ = e“*K (W) _ 1. Conversely, assume g — 1,
and consider the exponential curve § — () o ¢’ 0 € J, J open super-interval of
[0,1]. For each 6y € J such that 6; > 1, from the ex1stence of the exponential curve we
get O1u € dom K. As 0 is contained in the interior of dom K, and w is a strict convex
combination of 0 and Ou, it follows u € (dom K)° (see lemma III.(2.4) of Barvinok
(2002)).

O

5.3. Entropy. The statistical interest of the mixture space L(°°s" =D« () resides in its relation
with entropy.

If f is a positive density of the Gaussian space, [ f(z)y(z) dz =1, we define its entropy to
be H(f) = — [ f(z)log f(x)y(x) dz . As zlogx > = — 1 and it is strictly convex, the integral
is Well deﬁned and 7—[ (f) > 0 unless f = 1. It holds

(12) —/f<x>10g+f<x> (2) dz <H(f /f Vlog™ f(x)(x) de

where log™ is the positive part of log.
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Proposition 33. A positive density f of the Gaussian space has finite entropy if, and only if,
f belongs to the mizture space L(osh—1)« (7).

Proof. We use Eq. (12) in order to show the equivalence. For x > 1 it holds
2e<z+V1+22<(1+V2)z.
It follows
log2 + logx < log (3: +v1+ :c2) = sinh~}(z) < log (1 + \/5) +logx |
and, taking the integral fly with y > 1, we get
log2(y —1)+ylogy —y+1<
(cosh —1)4(y) — (cosh —1),(1) <
log (1+\f2) (y—1)+ylogy—y+1,
then, substituting y > 1 with max(1, f(x)), f(z) > 0,
(log2 — 1)(f(x) = 1) + f(x)log™* f(z) <
(cosh —1).(max(1, f(x))) — (cosh —1),(1) <
(log (1+V2) = 1)(f(2) = )" + f(x) log™* f(x) .

By taking the Caussian integral, we have
og2 =) [ (@) = )™ (0) do + [ fa)log” fa)(e) do <
[ ot =) max(1 f@)n () dr — (cosh—1).(1) <
(o (14v2) = 1) [ (#(2) = )"3(@) do + [ fla)log Fla(o) do |

which in turn implies the statement because f € L'(M) and
/(cosh—l)*(f(:z))'y(x) dr + (cosh—1).(1) =

/(cosh—l)*(max(l,f(w)))’y(:c) dx +/(cosh—l)*(min(l,f(x)))’y(x) dx .
U

Of course, this proof does not depend on the Gaussian assumption.

5.4. Orlicz and Lebesgue spaces. We discuss now the relations between the exponential
space, the mixture space, and the Lebesgue spaces. This provides a first list of classes of
functions that belong to the exponential space or to the mixture space. The first item in
the proposition holds for a general base probability measure, while the other is proved in the
Gaussian case.

Proposition 34. Let 1 < a < oo.
(1)
L®(M) = LY () s LY(M) < LD () — LY (M) .

(2) If Qr = {x € R"||z| < R}, the restriction operator is defined and continuous in the
cases

L () 5 L), LD+ () o LY Q)

Proof. (1) See (Musielak, 1983, Ch. II).
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(2) For all integers n > 1,

N o
1> /(cosh 1) <||f”L(coshl)(,.y)> M(z) dx >

2n
| f(@)
/QR )] (Hfuum_l)m) M) dz >

(27r)—n/2e—R2/2
(Qn)' ||f||L(COsh 71)(,\/)

/ (f(@)?" da.
Qg
J

5.5. Maximal exponential model on the Gaussian space. Here, we read from Ch. V of
Malliavin (1995), Pistone (2013b), Santacroce, Siri, and Trivellato (2016b).

Let us repeat again our construction. If = is the standard n-dimensional Gaussian density,
consider a 1- dimensional Gibbs model t— eV/Z(t) v, with t € I, T open and 0 € I. The
partition function Z(t) = [ etv(@) ) dr < 400, the “energy”’random variable v is subject to
a restrictive condltlon

More generally, given any positive density p € P> of the n-dimensional real space endowed
with the standard Gaussian, the class of possible “energy” random variables is

Leosh=1) (p) = {ve L°(p) | Ep [cosh(av)] < +oo for some o > 0} .
It is the Orlicz space we call ezponential Orlicz space, see Musielak (1983). The closed unit ball
. {ve L) E, ] <1} .
It is easy to check that
L®(p) € Lo =D (p) € 1270 = N1 L (p)
with continuous injections. We define B, = {v € L{cosh =1) () |Ep[v] =0}. The statistical
bundle

SE() ={p,v)Ipe&(),ve By}
is the natural non-parametric set-up for Information geometry in the sense of Amari (1982,
1985); Pistone and Sempi (1995).

The function

K,: B, 3 u—logE, [e"] € [0, 4]
is convex and lower semi-continuous. The proper domain dom (kX)) is a convex set and the
interior of the proper domain S, is an open convex set containing the open unit ball of B,,. For
each u € S, we define the density

ep(u) =" W peg(y) .
The set of all such densities in the mazimal exponential model at p, £ (p). If ¢ = ep(u), then
u = sp(q) = logl —E, [log %] That is, e,: S, — £ (p) with inverse s,: £(p) = S,. We
define the binary relation — on P> by saying that p — ¢ if p and ¢ are connected by an open
exponential arc. It is an equivalence relation Cena and Pistone (2007).

The global structure as p varies is clarified by the following “Portmanteau theorem,” cf.
(Santacroce et al., 2016b, Th. 4.7). The following propositions are equivalent:

(1) g€ 5(10);

(2)

3) € ;

(4) Cosh 1) (p) L(cosh—l) (Q);
(5)

(6) 3
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As a consequence, given a —-class of densities £, the atlas of charts

sp(q) = log]% —Ep [log Z] e L=y geg,

p € €, defines the exponential affine manifold and the statistical bundle
SE ={(p,u)|pe & ,uec By}

is the expression of the tangent bundle in the atlas Pistone (2013b).
In the rest of the talk we focus on the Gaussian case that is &€ = £ (1).
Let (cosh —1), the convex conjugate of (cosh —1),

(cosh—1).(y) = sup (xy — (cosh —1)(x)) .

This convex function defines the Orlicz space L(°*" =D+ (p) whose dual is L(°*" =1 (p) in the
bilinear form

L () x LD () 3 (u )+ [ ula)f()r() do
We have, for each p € £ and a > 1, that
L>(p) € L (p) € L(p) € LMD (p) € L (p) -

with continuous injections.

5.5.1. Gaussian Hyvdrinen divergence: special case. The Gaussian version of the Hyvarinen
divergence can be discussed with assumptions the type logp € D to get similar expression for
the Hyvéarinen score with some partial derivatives replaced by the operator . However, extra
assumptions are still necessary to ensure finite values on the integrals and smoothness of the
relevant quantities.

The GH divergence between the densities p = =KW and g =" KW ge & (), is

Dau(p,q) = ;/IVlogp(x) — Vlog q(z)* p(z) v(z)dz =

1
5 [ 190(e) = Vo@) pla) (@)
which is well defined if u,v € L2~ (v) N D.

Let us compute the risk. We have

%Ep “Vu — V’U’Q} — %Ep [’Vu‘z] 4 %Ep [‘VU‘Q} +E, [Vu- Vo] =
%Ep [|Vu]2} + %Ep [\Vvﬂ +E, [Vu- Vo] =

5.6. Maximal exponential model modeled on Orlicz-Sobolev spaces with Gaussian
weight. It is clear from the preceding discussion that we need to introduce a class of random
variables that ensures both the existence of the exponential manifold and the existence of
derivatives. This is accomplished by the following definitions taken from Pistone (2018b).

Definition 35. The exponential and the mixture Orlicz-Sobolev-Gauss (OSG) spaces are, re-
spectively,

(13> Wl,(cosh—l) (M) _ {f e L(cosh—l) (M) ‘ agf € L(cosh—l) (M)} ’
(14) Wl,(cosh—l)* (M) — {f e L(cosh—l)* (M) ‘ 8]f € L(cosh—l)* (M)} ’
where 05, j = 1,...,n, is the partial derivative in the sense of distributions.
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As ¢ € C5° (R") implies oM € C° (R™), for each f € Wh(cosh =D« (M) we have, in the sense
of distributions, that

(0if,0)pr = (0if, 0M) = — (f,0;(pM)) = (f, M(X; — 9;)) = ([, 0;0) 5
with §;¢ = (X; — 0j)¢. The Stein operator 6; acts on Cg° (R™).

The meaning of both operators 0; and d; = (X; — J;) when acting on square-integrable
random variables of the Gaussian space is well known, but here we are interested in the action
on OSG-spaces. Let us denote by C5° (R™) the space of infinitely differentiable functions with
polynomial growth. Polynomial growth implies the existence of all M-moments of all derivatives,
hence Cp° (R") C Wh(eosh=D)« (A1) If f € Cg (R™), then the distributional derivative and the
ordinary derivative are equal and moreover J;f € Cp° (R"). For each ¢ € C§° (R") we have

(0,0 f) 0 = (950 F)ar

The OSG spaces Wcosh 1 (M) and W(Cosh 1. (M) are both Banach spaces. In fact, both the
product functions (u,z) — (cosh —1)(u)M (z) and (u,x) — (cosh —1).(u)M (x) are ¢-functions

according the Musielak’s definition. The norm on the OSG—spaces are the graph norms,

(15) £l any = I emnnag +Zl||a 1l omn - an
J

and

(16) NI I +Zl|a o —oar)
J

We review some relations between OSG-spaces and ordinary Sobolev spaces. For all R > 0
n n 2
(2m)7% > M(x) > M(z)(ja| < B) > (27) "%~ ¥ (ja] < ), z €R".
Proposition 36. Let R > 0 and let Qg denote the open sphere of radius R.

(1) We have the continuous mappings
Wl,(cosh—l) (Rn) C Wl,(cosh—l) (M) N Wl’p(QR), p>1.
(2) We have the continuous mappings
Wl,p(Rn) C Wl,(coshfl)* (Rn) C Wl,(coshfl)* (M) - Wl’l(QR>, p>1.

(3) Each u € Wh(osh=1 (N} 4s a.s. Hélder of all orders on each Qr and hence a.s.
continuous. The restriction WH(st=1 (M) — C(Qg) is compact.

Proof of Item 3. See Brezis (2011). O

5.7. Hyvarinen divergence in the Gaussian space. The Hyvirinen divergence between ¢
and p in & is

Dulp.a) = [ IVloga(z) = Vlogp(o) p(a)1(z) da

As logg = v — Ki(v) and logp = v — K;(v) we assume u,v € Bj to be differentiable in the
sense of distributions with derivatives in L(*" =1 (1). Tt follows that the expression of the
G H-divergence in the chart at 1 is

Dy (u,v) /’VU—VUF w@) =KWy () da

We proceed as in Hyvéarinen computation by parts. First, decompose the squred norm of the
difference to get

1
0= 3 [ 1P 0 do — [ Fola)- Tulw)er 0 a) de +

;/|Vu(x)|2e"(m)_K1(“)7(x) dz
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The last term does not depend on v. If we write Vue?V51(") = veu—FKi(w) and assume the
equality 8}‘ = ¢; is correct, the middle term is

— /Vv(x) Vu(z)e @KWy (z) dp = —/Vv(x) - Vet@ =K () d =

where

§-Vo(z) =) 4;0;0(x) = —2 - Vo(z) — Av(z) .
j=1

The formal derivative of v — J(v) = E, B Vo> =6 - V’U} in the direction h is

dpJ(v) =K, [Vh-Vov—6-Vh] .

6. FORMAL RESULTS: (GAUSSIAN SPACE AND DERIVATION

All along this paper, the sample space is the real Borel space (R", B) and 7 denotes the stan-
dard n-dimensional Gaussian density, v(z) = (27)"/2 exp (—% ]z|2), z € R™. The probability

space (R™, B,) is the Gaussian space.
We list below some useful computations about the Gaussian standard density ~.

(1) v(z+ h)/v(2) = exp (—% |2+ h)* + 3 |z|2> = exp (— (h,2) — % ]h]2), z,h € R™
(2) [elP2y(2) dz = elfl/2,
(3) [ (= +h)/1(2)*y(z) dz < el

7. NOTABLE BOUNDS AND EXAMPLES

There is a large body of literature about the analysis of the Gaussian space L?(M). In order
to motivate our own construction and to connect it up, in this section we have collected some
results about notable classes of functions that belongs to the exponential space L(cosh—1) (7)
or to the mixture space L¢P =1« (). Some of the examples will be used in the applications
of Orlicz-Sobolev spaces in the Information Geometry of the Gaussian space. Basic references
on the analysis of the Gaussian space are (Malliavin, 1995, V.1.5), (Stroock, 2008, 4.2.1), and
(Nourdin and Peccati, 2012, Ch. 1).

7.1. Polynomial bounds. The exponential space L(¢osh—1) (7) contains all functions f €
C?(R"™;R) whose Hessian is uniformly dominated by a constant symmetric matrix. In such
a case, f(z) = f(0) + Vf(0)x + $2* Hess f(Z)z, with z* Hess f(y)z < A 2%, y € R”, and A >0
being the largest non-negative eigen-value of the dominating matrix. Then for all real «,

/ @M () dy < —— / OOV IOt 2 (@A-Dlef g,

and the RHS is finite for & < A~'. In particular, L(*"~1) (4) contains all polynomials with
degree up to 2.

An interesting simple application of the same argument is the following. Assume p =¢" is a
positive density on the Gaussian space such that

eA1(x) < ev(m) < eAg(x)’ reR® ’

for suitable second order polynomials A;, Ay. Then v € LM 1) (y). Inequalities of this type
appear in the theory of parabolic equations e.g., see (Brezis, 2011, Ch. 4).

The mixture space L(? =1« (y) contains all random variables f: R? — R which are bounded
by a polynomial, in particular, all polynomials. In fact, all polynomials belong to L?(M) C
L(cosh—l)* (,7)
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7.2. Densities of exponential form. In this paper, we are specially interested in densities of
the Gaussian space of the form f = e”, that is fe”(“”)v(x) dxr = 1. Let us now consider simple
properties of the mappings f +— v =log f and v — f = €.

We have seen in Prop. 33 that f = eV € L2 ~1« (4) if, and only if,

—H (") = /e”(z)v(:n)y(x) dr <oo.

As limg 1o Coigix) = 0, we do not expect v € LM =1 (4) to imply f = e? € L{eosh == (5),

As (cosh —1)(alogy) = (y* + 3 %) /2 — 1, a > 0, then v = log f € L(*" =1 (4) if, and only
if, both f* and f~% both belong to L'(M) for some a > 0. In the case [0ll peosh —1) () < 1, then
we can take o > 1 and f € L¥(M) C L{cosh—1s (7). In conclusion, exp: v — e¥ maps the open
unit ball of L= () into Uys1 LY (M) C L€t =Dx (5),

This issue is discussed in the next Sec. 8.

7.3. Poincaré-type inequalities. Let us denote by C’{f (R™) the space of functions with deriva-
tives up to order k, each bounded by a constant. We write C’;f (R™) if all the derivative are
bounded by a polynomial. We discuss below inequalities related to the classical Gaussian
Poincaré inequality, which reads, in the 1-dimensional case,

(17) / (f(ac)— [ fonw dy>2v(9:) o < [[|1@) do

for all f € CJ(R™). We are going to use the same techniques used in the classical proof of (17)
e.g., see Nourdin and Peccati (2012).
If u, Y are independent standard Gaussian variables, then

W=el4+1—e2Y, Y =y/1-e2y—e'Y

are independent standard Gaussian random variables for all ¢ > 0. Because of that, it is useful
to define Ornstein-Uhlenbeck semi-group by the Mehler formula

(15) Pof(z) = / fe e+ VI — e Byh(y) dy . t>0, feCyRY) .

For any convex function ®, Jensen’s inequality gives
M

[eis@na) do <
//‘1>(f(e‘t$+ 1 —e 2y))y(y) dy v(z) do =
/ B(f(2))(x) dr .

In particular, this shows that, for all t > 0, f — P;f is a contraction for the norm of both the
mixture space L ~1« (y) and the exponential space L(°oh—1) (~).
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Moreover, if f € C1(R™), we have

_P/f

0(7) — Poo f ()
— [ Gri@a
(19) _ /0 h / V(e s+ /1o 2y). (etx—le:i_%y)’y(y) dy dt
< /0 Ooﬂei;% it x
(20) J[seta e VI=e | Vi e — 'y dy

Note that

/ © et g — / Lds oo
0 V1—e 2 0 V1—s2 2
We use this remark and (20) to prove our first inequality.

Proposition 37. If f € C; (R™) and A > 0 is such that

(21) c(33) [l dy =1 Cla) = max(lal.a?)

then

fi .o fron )

/ (cosh —1).(|V f(2) ) M(z) d .
that is

Hf - [ 1wt ay

Proof. Jensen’s inequality applied to Eq. (20) gives

(22) (cosh —1), ( < /f ))g/OOOQle_;Qtdtx
/<cosh . (A2 \w (V1= ez + e ty)| [ VI e e — ey )o(w)

Now we use of the bound in Eq. (7), namely (cosh —1).(ay) < C(a)(cosh —1).(y) if a > 0,
where C(a) = max(|a|,a?), and further bound for a,k > 0

C(ka) = ka V k*a® < kC(a) V k*C(a) = C(k)C(a) ,

S >\_1 |va||| (cosh —1)x .
L(cosh —1)x () L ™)

to get
(23) (cosh—1), ( ‘er_t:n—l— 1—e" 2’53/“\/1—e2tx—ez yDﬁ
( ) (‘\/1—e 2y —e” yD (cosh —1), ()er x+ e 2 )D

Taking the expected value of both sides of the inequality resulting from (22) and (23), we get

i (1~ i) o

T / Iy () dy / (cosh —1),(IV f(2) () do



We conclude by choosing a proper value of \. O

The same argument does not work in the exponential space. We have assume the boundedness
of derivatives i.e., a Lipschitz assumption.

Proposition 38. If f € C}(R") with sup {|Vf(z)| |z € R"} = m then

™

= /f y)v(y) dy <—nv—m
H ( ) ( ) L(coshfl)(,y) 2\/@

Proof. Jensen’s inequality applied to Eq. (20) and the assumption give

ost=1) (A(#0) = [ sy )) <

2 2
/(coshl) ()\gmx>7(az) dr = exp (227712) -1.

To conclude, choose A such that the the RHS equals 1. (]

Remark 3. Both Prop. 37 and Prop. 38 are related with interesting results on the Gaussian
space other then bounds on norms. For example, if f is a density of the Gaussian space, then
the first one is a bound on the lack of uniformity f — 1, which, in turn, is related with the
entropy of f. As a further example, consider a case where [ f(z)y(z) dv = 0and ||V f| < co.
In such a case, we have a bound on the Laplace transform of f, which in turn implies a bound
on large deviations of the random variable f.

To prepare the proof of an inequality for the exponential space, we start from Eq. (19) and
observe that for f € C2(R") we can write

f(x) - / fW(y) dy =

/0°° . </ Ve w+ V1=e?y)(y) dy > -z dt

_/ e_%/v Ve e+ V1 —e2y)y(y) dy dt,
0

where integration by parts and (0/0y;) M (y) = —y; M (y) have been used to get the last term.
If we write fi(z) = % and fii(z) = %f(z) then

0 _
ax'Ptf(ﬂf) = e 'Pfi(x)
and
s —ot
Wptf(vr) =¢ Ptfu(x) )
so that

@)~ [ 1wnt) dy = / (@ VPf(x) — V- VP(x)) di .
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If g € CZ(R") we have
20 [ o (1@~ [ 1600 dy )2 ds =
/Ooo </9(m)x.vptf(x)v(m) dx —/g(a:)v.vptf(x),y(x) dw) i
[ ([ rsianto e sttt st ) -
/0 / Vy(z) - VP f(x)y(x) do dt =
/OOO / Vy() - PV f(a)y(x) dr dt .

Let |-|; and [-|, be two norms on R"™ such that |z -y| < |z|; |y|. Define the covariance of
f,9 € C2(R™) to be

COVM (f?g) =

(10 [ sonw ar ) g as -
/<f(:n) —/f(y)v(y) dy) (g(x) —/g(y)v(y) dy >7(x) dr

Proposition 39. If f,g € CZ(R”), then

(Covar (£,9)] < IVl icon—11+ (| [ 198l gceomn 102 -

Proof. We use Eq. (24) and the inequality (8).

| [ V5@) PV (o) o

n

D

i=1

/ 6i(2)Pofi(x)y(x) da

n
Z ||g7;HL(COSh—1)* (’Y)* ||Ptf’i||L(cosh—1)*(,Y) S
=1

ZngHLcosh e ()* il peeosn -1 () <

IVl Licost —1

(A P
U

If g, is a sequence such that Vg, — 0 in L{cosh—1) (7), then the inequality above shows that
f gn(z ) dz — 0.

8

8.1. Maximal exponential manifold as an affine manifold. The maximal exponential
model € (M) = {eU_KM(U) } U € By} is an elementary manifold embedded into LLcosh =1 ()
by the smooth mapping ep;: Sy — L(cosh—1). (M). There is actually an atlas of charts that
makes it into an affine manifold, see Pistone (2013a). We discuss here some preliminary results

about this important topic.
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An elementary computation shows that

(cosh —1)%(u) = %(cosh—l)(2u) —2(cosh —1)(u) < = .(cosh —1)(2u)

N | =

Iterating,
1 a(k)
(25) (cosh —1)%*(u) < (2) (cosh —1)(2%u) |

with a(1) = 1 and a(k + 1) = 2a(k) +1 L., a(k) = 2 — 1.
If & = cosh —1 and 2¥ = b, the inequality becomes

1
Proposition 40. If f,g € £ (M), then LM =1 (f. M) = Llcosh=1) (g ).
Proof. Given any f € £ (M), with f = eV=KvU) and U € Sy, and any V € LM =1 (M), we
have from Fenchel-Young inequality and Eq. (25) that
[ (cosh=1)(aV (@) f(a)(@) do <

ﬁ / (cosh —1)(2kaV (x))y(z) dz +

2k —1 2k 2k
o% ZM(U)%l/exp (2k_1U>7(1‘) dzr .

If k£ is such that %U € Sy, one sees that V € LM =1 (f. M). We have proved that
[, (cosh —1) (M) cC [, (cosh —1) (f . M)

Conversely,

/(cosh—l)(aV(m))’y(m) dx :/(cosh—l)(aV(a;))f1(m)f(a;)’y(:z:) dr <

2,Hl_1k/(cosh—1)(2kaV(x))f(:c)7(gg) dr +

2/.@2; L (U) /exp <2k1_ 1U>'y(x) dr .
If 575U € Sur, one sees that V € Lh =1 (£ . M) implies V € Lcoh=1) (Af). O U
The affine manifold is defined as follows. For each f € £ (M), we define the Banach space
By ={U € LD (£ a0) [Bpy [U] = 0 = {U € LD (ar) ‘EM U] =0},

and the chart

sprE(M) angog%—Ef.M {logﬂ .

It is easy to verify the following statement, which defines the exponential affine manifold.
Specific properties related with the Gaussian space are discussed in the next Sec. 8.2 and space
derivatives in Sec. 77.

Proposition 41. The set of charts sg: € (M) — By is an affine atlas of global charts on € (M).

On each fiber S, (M) = B, of the statistical bundle the covariance (U,V) — Ey [UV] =
(U, V>p provides a natural metric. In that metric the natural gradient of a smooth function
F: (M) — R is defined by

d

ZF (1) = (grad F(p(1)), Dp(1)),)

where ¢ — p(t) is a smooth curve in £ (M) and Dp(t) = ﬁlogp(t) is the expression of the
velocity.
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8.2. Translations and mollifiers. In this section, we begin to discuss properties of the expo-
nential affine manifold of Prop. 41 which depend on the choice of the Gaussian space as base
probability space.

Because of the lack of norm density of the space of infinitely differentiable functions with
compact support C§° (R™) in the exponential space Lcosh=1) (A1), we introduce the following
classical the definition of Orlicz class.

Definition 42. The exponential class, C(()COSh - (), is the closure of Cy (R™) in the exponential
space L =1) (v} The space C§° (R") is dense in CéCOShfl) ().

A characteristic property of the exponential class is the convergence of restrictions to a
bounded domain.

Proposition 43. Assume f € L1 (y) and write fr(z) = f(x)(|z| > R). The following
conditions are equivalent:

(1) The real function p — [ (cosh—1)(pf(z))y(x) dz is finite for all p > 0;

(2) £ €™V ()

(3) limp o0 ||fR||L<cosh71)(7) =0.

Proof. This is well known e.g., see (Musielak, 1983, Ch. II). A short proof is given in our note
(Pistone, 2017, Prop. 3). O O

Here we study of the action of translation operator on the exponential space L(¢°sh—1) (7)

and on the exponential class C’(()COSh - (M). We consider both translation by a vector, 7, f(z) =

f(x —h), h € R", and translation by a probability measure, or convolution, pu, 7,f(z) =
[ f(x—vy) p(dy) = f*p(z). A small part of this material was published in the conference paper
(Pistone, 2017, Prop. 4-5).

Proposition 44 (Translation by a vector).

(1) For each h € R", the translation mapping L(" =V (y) 3 f s 7, f is linear and bounded
from L2 =1 () to itself. In particular,

1T cosh 1)) S 21 fll peosn—1¢qy &[] < V/log2.

(2) For all g € LM =1+ (M) we have

h-z—L|h|?

(nf, 9 = Fmh9 s The(x) =e” T_ng(x) ,

and |h| < \/log2 implies HT;gHUCOSh,l)(v))* < 2|9l pcosn 1) (4))=-  The translation map-
ping h — g is continuous in Llcosh =1 (Af),

(3) If f € C(()COSh_l) (M) then Tf € C’éCOSh_l) (M), h € R, and the mapping R™: h — 11, f

is continuous in LM =1 ().

Proof. (1) Assume || f|[;(cosn-1)(,y < 1. For each p > 0, writing ® = cosh —1,

[ vns@ne de = [ @(pr - my de -
@t @) 2+ dy = [0 r ) ) dy

32



hence, using Holder inequality and the inequality in Eq. (25),

) [ @mf@)) dr <

~3Inf (/ e Yy (y) dy ) ’ (/ *(pf ()1 (y) dy> <

7 = (/‘P(?pf(y))v(y) dy )é :
B

Take p = 1/2, so that E, [® (37,f(z))] < 7 2| , which in turn implies 7,f €

L{cosh =1) (4} Moreover, 78S | peosh -1y ¢4y < 2 if \/5 2 <L

The semi-group property Th,+h, f = Thy Thy f imphes the boundedness for all h.
(2) The computation of 75 is

(tnf, 9) /f x—h M (z)dz
/f g(x +h)M(x + h) dz

1=
N

/ F@)e g (a) M(z)da

Fomh9)
Computing Orlicz norm of the mixture space, we find

17 o)+ = 59D { (£, Tgag | 1 oy S 1} =

Sup {(Thf, g>M ‘ ||f||L(COSh_1)(’y) S ].} .
From the previous item we know that |h| < v/log2 implies

(Thfs9) ar < NSl pcosn 1) () 911 (L ceosh 1) ()¢ <
2| £l peeosh =1 (4 91l (Lecosh =1 (yy+

hence HT,fg||(L(cosh_1)(7))* <2 H9HL<coshfl>(7))*-
Consider first the continuity a 0. We have for |h| < /log2 and any ¢ € C§° (R") that

||Thg - g”(L(Cosh—l)(,},))* S
||7_h(g - QS)H(L(COShfl)(»Y))* + ||7_h¢ - ¢||(L(cosh71)(7))* + ”Cb - gH(L(Coshfl)(,y))* S
3119 = Dl (pcomn -1 (- + V2 IThe = bl

The first term in the RHS is arbitrary small because of the density of C§° (R") in
L{cosh =D (M) while the second term goes to zero as h — 0 for each ¢.
The general case follows from the boundedness and the semi-group property.
(3) If fe CO(COSh_l) (M), then , by Prop. 43, the RHS of Eq. (26) is finite for all p, which
in turn implies that 7, f € CO(COSh_l) (M) because of Prop. 43.1. Other values of h are
obtained by the semi-group property.

The continuity follows from the approximation argument, as in the previous item.
O O

We denote by P the convex set of probability measures on R™ and call weak convergence the
convergence of sequences in the duality with Cy(R™). In the following proposition we denote

by P. the set of probability measures p such that h — eslh s integrable. For example, this

is the case when p is Gaussian with variance 021, 02 < 1, or when g has a bounded support.
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Weak convergence in P, means u, — u weakly and fe%|h|2 pn(dh) — fe%“"z w(dh). Note
that we study here convolutions for the limited purpose of deriving the existence of smooth
approximations obtained by mollifiers, see 108-109 of Brezis (2011).
Proposition 45 (Translation by a probability). Let p € Pe.

(1) The mapping f +— 7,f is linear and bounded from Losh=1) (v to itself. If, moreover,

1]p2
fe2|h | w(dh) < V2, then HTuf”L(cosh—l)(»y) < 2|l pcosn -1y () -
(2) If f € C’éCOShfl) (M) then 1, f € C(()COShfl) (M). The mapping P: p— 7,f is continuous

(cosh—1) (

at &y from the weak convergence to the L v) norm.

Proof.
(1) Let us write ® = cosh —1 and note the Jensen’s inequality

& (pruf(a)) = @ <p [16-n ,u(dh)> -
[ @ st wian) = [ @ ms) pan).

By taking the Gaussian expectation of the previous inequality we have, as in the previous
item,

(27) Ear [® (p7f)] < / / B (pf (x — W) de p(dh) =
[t [e=0 prenn(e) s utan <
NG [ utan) Eas (0(20)

If | fll pcosh—1)(,y < 1 and p = 1/2, the RHS is bounded, hence 7, f € L{eosh=1) (4) Tf,

moreover, fe%|h|2 < /2, then the RHS is bounded by 1, hence HTp,fHL(Cosh—l)(,y) < 2.
(2) We have found above that for each p > 0 it holds (27), where the right-end-side if
finite for all p under the current assumption. It follows from Prop. 43 that 7, f €
(cosh —1)
ci= = (). N
To prove the continuity at dp, assume [ ezlh p(dh) < /2, which is always feasible if
pt — do in Pe weakly. Given € > 0, choose ¢ € C5° (R") so that ||f — @[ o1,y < €.
We have

||TMf - f”L(cosh—l)(,y) S
HT,U«(f - ¢)HL(COS}171)(7) + ||Tu¢ - ngL(coshfl)(,y) + ||¢ - f||L(coshfl)(,y) S
3e+ Ail HT.U»(ﬁ - ¢Hoo )

where A = |[[1{| cosn 1) (). As limyss, |Tud — ¢l = 0, see e.g. § III-1.9 ofMalliavin
(1995), the conclusion follows.
a O

We use the previous propositions to show the existence of smooth approximations through
sequences of mollifiers. A bump function is a non-negative function w in C§°(R™) such that
fw(z) de = 1. Tt follows that [A"w(A7lz) dz = 1, A > 0 and the family of mollifiers
wr(dr) = A "w(A\"lz)dz, A > 0, converges weakly to the Dirac mass at 0 as A | 0 in P.
Without restriction of generality, we shall assume that the support of w is contained in [—1, +1]™.

For each f € Lt =1 (+) we have

Ty (2) = frwy(z) = /f(aj — YA "w(AYy) dy = /[_1 o~ flx —A2)w(z) dz .
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For each ® convex we have by Jensen’s inequality that

O (fxwa(x)) < (o f)*xwr(x)

and also

/(I) (f xwx(x)) M(x) de < //[1 e Do f(x— A\2)w(z) dzM(x) dx =

/<I> o f(y) </[_17+1}n exp (—A (z,y) — A; |Z|2> w(z) d2> M(y) dy <

/@ o f(y)M(y) dy .

Proposition 46 (Mollifiers). Let be given a family of mollifiers wy, A > 0. For each f €
C(()COSh_l) (M) and for each X\ > 0 the function

rn (@) = [ Fa =AW Ny) dy =  +r(a)
belongs to C*°(R™). Moreover,

}\ii% |f *wx — f||L<cosh71)(7) =0.

Proof. Any function in L ~1) (5) belongs to Ll (R™), hence

loc
o5 [ 1@ yontuy = [ feantz - a)ds

belongs to C*°(R™), see e.g. Ch. 4 of . Note that fe‘h‘2/2w)\(dh) < +o00 and then apply Prop.
45(2).
O

Remark 4. Properties of weighted Orlicz spaces with the Ao-property can be sometimes deduced
from the properties on the un-weighted spaces by suitable embeddings, but this is not the case
for the exponential space. Here are two examples.

(1) Let 1 < a < oo. The mapping g — gM% is an isometry of L*(M) onto L*(R™). As a con-
sequence, for each f € L'(R") and each g € L*(M) we have [f * (gM%)} M~ <

La(M)

HfHLl(]R") HgHLa(M)'
(2) The mapping

g sign (g) (cosh —1); (M (cosh —1),(9))
is a surjection of L(¢h =1+ (R") onto L(°°sh =1« (M) with inverse
h +— sign (h) (cosh —1); (MY (cosh —1).(f)) .
It is surjective from unit vectors (for the Luxemburg norm) onto unit vectors.

We conclude this section by recalling the following tensor property of the exponential space
and of the mixture space, see Lods and Pistone (2015).

Proposition 47. Let us split the components R"x — (z1,22) € R™ x R™ and denote by M,
My, respectively, the Maxwell densities on the factor spaces.
(1) A function f belongs to LM~V (y) if and only if for one a > 0 the partial integral
z1 — [(cosh —1)(af (x1,22)) M (x2) dxo is M-integrable.
(2) A function f belongs to LM =V (M) if and only if the partial integral z1 — [(cosh —1).(f (1, 22)) M (a
18 My -integrable.
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8.3. Gaussian statistical bundle. It is an essential feature of the exponential affine manifold
on &£ (M) discussed in Sec. 8.1 that the exponential statistical bundle

SEM) ={(p,U)|pe&(M),U € By} ,

with B, = {U € L= (p. M) | Ep.as [U] = 0} is an expression of the tangent bundle in the
atlas {s, |p € £(M)}. This depends on the fact that all fibers B,, are actually a closed subspace
of the exponential space L(¢osh—1) (7). This has been proved in Prop. 40. The equality of the
spaces L0 =1 (. M) and L") (v) is equivalent to p € € (M), see the set of equivalent
conditions called Portmanteau Theorem in Santacroce et al. (2016a).

We now investigate whether translation statistical models are sub-set of the maximal exponen-
tial model £ (M) and whether they are sub-manifolds. Proper sub-manifolds of the exponential
affine manifold should have a tangent bundle that splits the statistical bundle.

Let p € £ (M) and write f = p- M. Then f is a positive probability density of the Lebesgue
space and so are all its translations

mf(x) = p(x — B)M(z — h) = "3 g p(2) - M(z) = 7%,p(x) - M(z) .

From Prop. 77 and Prop. 44.2 we know that the translated densities 7, p, are in L{cosh =1 ()
for all h € R™ and the dependence on h is continuous.

Let us consider now the action of the translation on the values of the chart sys. If sy (p) = U,
that is p = eV EuU) with U € Sy, then

Tp(z) =

eIl Ue—h) =K (U) — exp (h cu— % \h|* + U — KM(U)> =

exp <(h cu+ U — By [1U]) — (KM(U) + % W — Er [ThU]>> :

Here 7,U € L —1) () because of Prop. 44.1. If 7*,p € £ (M), then
SM(Tihp) =h-u+7U—Ey [ThU} .

The expected value of the translated 7,U is
En [mhU] = /U(:c —h)y(x) de = ez’ /eh'xU(a:)fy(a;) dx .

We have found that the action of the translation on the affine coordinate U = sy/(p) of a
density p € £ (M) is

(28) U h-utnU —e 2" By, [e—h'“U} ,
and we want the resulting value belong to Sy, i.e. we want to show that
En[exp (v (h-u+ U — En [mhU]))] =
VB, |:e'yh~u] Ey [er™U] =
T P+ BN g, U]

is finite for 7 in a neighborhood of 0.
We have the following result.

Proposition 48. (1) If pe E(M), for all h € R™ the translated density 7*,p is in € (M).

2) If spe(p) € cleosh=b , then sy (75, p) € cleosh=b NSy for all h € R™ and
0 h 0
dependence in h is continuous.
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Proof. (1) For each v and conjugate exponents «, 3, we have

Ey [e7V] = ezl /e_h':”eVU(‘v)fy(m) dx <

(e

e~ 2lhl <1ea22|h|2 + ;EM [eBVU]> .

As U € Sy, then Eyy [ei“U] < oo for some a > 1, and we can take § = y/a and
v = ++/a.

(2) Under the assumed conditions on U the mapping h +— 7,U is continuous in C’éCOSh_l) (M)
because of Prop. 44.3. So is h — Ep [U]. As u; € C(()COSh_I) (M), i =1,...,n,
the same is true for h — h - u. In conclusion, the translated U of (28) belongs to
C(gCOSh_l) (M)

[l O

The proposition above shows that the translation statistical model 7*,p, h € R™ is well
defined as a subset of £ (M). To check if it is a differentiable sub-manifold, we want to compute
the velocity of a curve t — T]’:(t)p, that is

d
% (h(t) . U+Th(t)U —Ep [Th(t)] U) .

That will require first of all the continuity in h, hence U € CSCOSh_l) (M), and moreover we
want to compute 0/0h;U(x — h), that is the gradient of U. This task shall be the object of the
next section.

Cases other than translations are of interest. Here are two sufficient conditions for a density
to be in £ (M).

Proposition 49.
(1) Assumep >0 M-a.s., Epr[p] =1, and

(29) Ens [pnl/(ru—l)} < 2n1/(n1—1)7 E [p—l/(nz—l)} < 2n2/(n2—1)

for some natural ny,ne > 2. Then p € E (M), the exponential spaces are equal,
Leosh =1) (5} = [(cosh=1) (, . M) and for all random variable U

(30) 1 gcomn -ty < 2" U gcomn -1 -
(31) Ul cosh -1 (5) < 2" [|U ]| fcosh =1 (g
(2) Condition (29) holds for p = \/7/2 |u;| and forp=1u?,i=1,...,n.
(3) Let x be a diffeomorphism of R™ and such that both the derivatives are uniformly bounded

in norm. Then the density of the image under x of the standard Gaussian measure
belongs to € (M).

Proof. (1) The bound on the moments in Eq.s (29) is equivalent to the inclusion in &€ (M)
because of the definition of Sy, or see (Santacroce et al., 2016a, Th. 4.7(vi)). Assume
Ul|7 (cosh -1 < 1, that is Eps [(cosh—1)(U)] < 1. From Holder inequality and the

L )(7)

elementary inequality in Eq. (25), we have

Brar | (cost=1) () | = Bar |tcomn—1) (15 7] <

U\ . (m-1)/m 1
— — /(n1-1) Z.2=
Eu [(cosh 1) (2n1> ] En [f 1/(m ] §2 2=1
For the other direction, assume |[U|| f(cosh 1) (.07 < 1, that is Epy [R(U) f] < 1, so that
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En [(cosh—l) (;Lﬂ =Eu [(cosh—l) (i) fl/"2f1/”2] <

n2 1/n2 no—1)/n
Es [(cosh—l) (U) f] En [f_l/(m_l)}( 2/ < —-.2=1.

N | —

2n2

(2) Simple computations of moments.

(3) We consider first the case where x(0) = 0, in which case we have the following in-
equalities. If we define o= = sup{Hclx(a:)H2 T € R”}, then a|x(z)| < |z| for all
z € R" and equivalently, a|z| < |x7!(z)|. In a similar way, if we define g~! =

_ 2 _
sup {[|ax " ()[|* | € R"}, then # [x~ ()] < Iy and §la] < |x(x)],
The density of the image probability is M o xy~* ‘det dxfl} and we want to show that

for some € > 0 the following inequalities both hold,

1
Moyt ‘det dxfl‘ e
Eu M < 00

and

M 1+€
Enrox—tjdetax—1| [(Mox_l |det dX_1‘> ] =00

The first condition is satisfied as

1 . 1+e€
/’det dx_l(:v)‘pr6 (W) M(z) dz =

/‘det dx_l(x)|1+eM (X_l(nr:))H6 M(z)™¢ de <

(27r)_"/2ﬁ_% /exp (—; ((1 +€) ‘x_l(x)}z —€ |:r|2)> dz

/g GO |z| X !(z)]
(2m) 23~ /exp <—2 ((1—|—6)’x‘—6>> dzx <
(27r)—n/213—% /exp (—|§| (1+e)a— 6)> dx |

where we have used the Hadamard’s determinant inequality

|det dx ()| < ||dx ()| < /2

—1
and the lower bound a < x ‘wl(g;)” zreR}. Ifa>1then (1+ea—e=a+ela—1)>
a>0foralle If o <1, then (1+ea—e>0ife<a/(l—a)eg.,ec=a/2(l—-a),
which in turn gives (1 4 €)a — € = a/2. In conclusion, there exist an € > 0 such that

~1(, 1+e€
/’det dX_l(fU)‘He (W) M(z) dx <

For the second inequality,
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M 14€
[ (e iacman) ¥ 0 o) e o) ar-

/M(y)”EM (X ') " |detdx M (y)| " dy =
/M(X(l‘))HeM(ﬂ?)E}detdxl(x(ﬂf))!€|detdx($)| dx =

/ et dy ()1 M (x(2)) <M (2)~< dz .

I replaced by

As the last term is equal to the expression in the previous case with x~
X, the same proof applies with the bounds a and S exchanged.

] (]

Remark 5. While the moment condition for proving p € £ (M) has been repeatedly used,
nonetheless the results above have some interest. The first one is an example where an explicit
bound for the different norms on the fibers of the statistical bundle is derived. The second case
is the starting point for the study of transformation models where a group of transformation
Xo is given.

8.4. Orlicz-Sobolev spaces with Gaussian weight. The section offers an improvement
upon the results presented in previous works i.e., Lods and Pistone (2015) ,Pistone (2018a).
The aim is to discuss in detail the calculus of Orlicz-Sobolev spaces with Gaussian weight. There
is an obvious relation with Stochastic Analysis in the sense of Malliavin Malliavin (1997).

Definition 50. The exponential and the mixture Orlicz-Sobolev-Gauss (OSG) spaces are, re-
spectively,

(32) Wl,(coshfl) (7) — {f c L(coshfl) ('Y) ‘ 8]f c L(coshfl) (,}/)} 7
(33) Wl,(cosh—l)* (7) _ {f c L(cosh—l)* ('}’) ‘ ajf e L(cosh—l)* (,7)} ’
where 0;, j = 1,...,n, is the partial derivative in the sense of distributions.

As ¢ € C5° (R™) implies ¢y € C° (R™), for each f € Wh(esh=1+ (~) we have, in the sense
of distributions, that

(0jf, )., = (0;f, ¢7) = — {f,05(dm)) = (f,7(w; — 0;)8) = (f.0;9)., ,

with 0;¢ = (uj — 0j)¢. Here, the Stein operator §; acts on C5° (R™).

The meaning of both operators 0; and §; = (u; — J;) when acting on square-integrable
random variables of the Gaussian space is well known, but here we are interested in the action
on OSG-spaces. Let us denote by C5° (R™) the space of infinitely differentiable functions with
polynomial growth. Polynomial growth implies the existence of all y-moments of all derivatives,
hence C3° (R") C Whicosh=1) (1) If f € Cp? (R™), then the distributional derivative and the
ordinary derivative are equal and moreover §;f € Cp°(R"). For each ¢ € C§° (R") we have
(9,0;f), = (059, f).-

The OSG spaces WL (M) and W(lcoshq)*(M ) are both Banach spaces, see (Musielak,
1983, Sec. 10). In fact, both the product functions (u,z) — (cosh —1)(u)M(z) and (u,z) —
(cosh —1),(u)M(zx) are ¢-functions according the Musielak’s definition. The norm on the OSG-
spaces is the graph norms,

(34) 1w ) = Il pceosn—n gy + D 1051l o -1
j=1
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and

(35) 17wt ) = I pemsn sy + D105 e

cosh —1)«
i=1

Because of Prop. 40, see also Th. 4.7 of Santacroce, Siri, and Trivellato (2016b), for each
p € £(M), we have both equalities and isomorphisms on L(°%h=1) (p) = L(cosh=1) (4} and
Lo =1 () — LoD (1), Tt follows

Wl,(cosh—l) (,7) _ WL(COSh—l) (p . 7)

(36) _ {f e L(cosh—l) (p) ‘ a]f e L(cosh—l) (p)} 7
Wl,(cosh—l)* (,7) _ Wl,(cosh—l)* (p . ,7)
(37 = {re sl 0 ) |o;f € L0 )}

and the graph norms are equivalent for any density p € € (7). The OSG spaces are compatible
with the structure of the maximal exponential family £ (7). In particular, as all Gaussian
densities of a given dimension belong into the same exponential manifold, one could have defined
the OSG spaces with respect to any of such densities.

Ezample 6. Assume ¢ = ev~ 59 .y and p = * KW . 4 with ¢,p € &€ (v) and v,u € S, N
Wh(cosh=1) (4} The the Hyvirinen divergence is

1
DH (plg) = 5 [ IV(u=0)*p(a)1(a) do <+
because V(u — v) € Loh =1 (5) = L{cosh=1) () © [2(p . 4).

Moreover, if we write dju(z)p = dju(x)e? K1) = g;ev=K1(W) it holds

/Vu(u) -Vo(z)p(z)y(z) de = Z/@u(a:)@v(:@p(x)v(a:) dr =
j=1

9jp(z)0jv(x)y(x) dx
;/ p y

(é;@@>4.

We review some relations between OSG-spaces and ordinary Sobolev spaces. We underline
that much more precise results are available in the specialised literature on OSG-spaces.
Forall R >0
R?

(2m)"% = y(2) = y(x)(|lz| < R) = (2m)"2¢” 7 (2| < R), « €R"

and if we assume also d;v € D in the Gaussian space to get

/Vp(:n) -Vo(x)y(z) de = /p(m) (Z 5j8j> v(z)y(z) de =E,
i=1

Proposition 51. Let Qg denote the open sphere of radius R > 0 and consider the restriction
u+— ur of u to Qg.
(1) We have the continuous mappings
Wl,(cosh—l) (Rn) C Wl,(cosh—l) (7) N Wl’p(QR), p>1.
(2) We have the continuous mappings
Wl,p(Rn) C Wl,(cosh—l)* (Rn) C Wl,(cosh—l)* (7) N Wl’l(QR), p> 1.

(3) Each u € Wh(eosh=1) (3} is a.s5. Hélder of all orders on each Qg and hence a.s. contin-

uous. The restriction WH(sh=1) (y) — C(Qpg) is compact.
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(4)

Proof. (1) From the inequality on M and from (cosh —1)(y) > 42"/(2n)!.
(2) From the inequality on M and from y2/2 > (cosh —1).(y) and cosh(1)—1+(cosh —1).(y) >

[yl-
(3) It is one of the Sobolev’s embedding theorem, see Ch. 9 of Brezis (2011).

(4) By definition, u € W(¢oh=1) (4) if and only if, u, Oju € L (cosh—1) v),j=1,....n
Clearly, for all a,b > 1

ue2alel’ € L*(R™)
8jue_i‘x|2 e LA(R™)
For all ¢ € C§° (R"),
<aj (ue a5l ) ,<Z>> = <ue 35 lul® 8jgz§> = — <u e*ﬁ|“‘26¢> -
_ <u73. <e—2ib\u|2¢) Ljg=alul >
<a u, e~ 7 ¢> < Y =l >
(9)

e 2

e~ 3l +uu—bje wlul’ ¢> .

We have shown that

0; <ue_%‘“‘2> Ojue” aplul” —|—qu

3y lul®

The first term in the RHS belongs to L°(R™). For the second term,

[ ot e [ttt s

which is bounded.

We have shown that u € W5H(R™) for all b. It follows from Morrey’s theorem (Brezis,
2011, Th. 9.12) that @ — u(z)e—5; |z|> with b > n is a.s. continuous (hence u is
continuous) and for the continuous version

O

Let us consider now the extension of the J; operator to the OSG-spaces and its relation with
the translation operator.

The operator given by the ordinary partial derivative d;: Cp° (R") — C5° (R™) C L{cosh=1)x ()
is closable. In fact, if both f,, — 0 and 9;f, — n in L¢P =D« (4), then for all ¢ € CF° (R™),

(6,m)y = lim (9,0, = lim (56, fu), =0,

hence 7 = 0. The same argument shows that 9;: C§° (R") — C° (R") < Lh=1 (v) is
closable.

For f € L(>h=1) (4) we define 73, f(x) = f(z — h) and it holds 75, f € L =1 (~) because of
Prop. 44(1). For each given f € W(h=1) (7)) we denote by 9; f € Wh(eosh=1) () 5 =1,... n
its distributional partial derivatives and write Vf = (0;f: j =1,...,n).

Proposition 52 (Continuity and directional derivative).
(1) For each v € WhH(eosh=1) (3} "each unit vector h, and all t € R, it holds

v(x—l—th)—v(w)—t/1Vfu(a:+sth)‘hds.
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Moreover, |t| < /2 implies
o+ th) — v} | e 1y < 26 V0 om0y

especially, lime o [[v(x + th) — v(@)| Lcosn -1)(,) = O uniformly in h.

(2) For eachv € WH(h=1) (v the mapping h — v is differentiable from R™ to L®~°(M)
with gradient Vv at h = 0.
(3) For each v € Wh(eosh=1) (n) and each f € LM~V (), the mapping h (tnv, f).,

is differentiable with derivative (T,Vv - h, f>v' Conversely, if v € LM~ (3) and
h = (mpv,v)., is differentiable for all f € Lcosh =D (n) with derivative (d(f, h), f),
then f € Whicosh=1) () gnd .

(4) If 0jv € CSCOSh_l) (y), 3 =1,...,n, then strong differentiability in L") (y) holds.

Proof. (1) The measurable mapping (s, x) — tVv(z + sth) - h is integrable as

/01 / [tVou(x + sth) - hly(z) de ds = /1 / tVo(y) - h| y(y — sth) dy ds =

sth — lh‘2
Vo(y h\ Y ds y(y) dy <
! 2sth-y—s2t2|h|? 2
t‘h| ||VU||L2(,Y) </0 /e sth-y—s f)/(y) dy dS)

and the value of the last integral is bounded,

1 1
/0 / 2 th =Ny () dy ds:/o 6_82t2|hl2/ M y(y) dy ds =

! —s2t2|h|? 445212 |h)|? ! 3s2t2|h|? 3t2|h)?
e ds = e ds <e
0 0

The partial integral = tfol Vu(xz + sth) - h ds is a.s. defined and it is integrable
with respect to y(z)dz. Recall that for each test function ¢ € C§°(R"™) we have

(90,8). = — (v,0;(¢7)) = (v, 5;6).,
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We check the equality 7_ v —v =t fol T_sth(Vv) + h ds in the scalar product with a
generic ¢ € C3°(R"™):

(o = 0.0), = [ oo+ o) (@) do— [ v@)é(w) (@) do
— [ @t~ thy(o — th) do ~ [ o(@)o(a(z) da
= [ (@) (6o~ thyr(a — th) = d(a)y(@)) da

/ / Za (¢7)(z — sth)h; ds dx
:—t/ / Za (¢7)(x — sth)h; dz ds
= t/o /gajv(m)hj ¢(x — sth)y(xz — sth) dz ds
= t/ol /jéajv(:c + sth)h; ¢(x)y(x) dzx ds

1
= T_stn(VV) - h ds, .
(t [ -0 ¢>7

If |t| < /log2 then the translation sth is small, |sth| < /log2 so that, according
to Prop. 44(1), we have[|7_sn (Vv - h)|| [ cosh —1)(y) < 2|[VV - Rf[ cosn -1y and the thesis
follows.

(2) We want to show that the following limit holds in all L*(M )-norms, o > 1:

T_thU — U

=h-Vuv.

lim
t—0

Because of the identity in the previous Item, we need to check the limit

711_{% v(x)dx =0.

1
/0 (T_stn(Vou(z) - h) — Vo(z) - h) ds

Jensen’s inequality gives

«

1
/0 (T—stn(Vv(2) - h) — Vo(z) - h) ds| y(z) dv <

/

1
/0 / ran(Vo(z) - B) — Vo(z) - B)|*() dz ds

and the result follows because translations are bounded and continuous in L%(M).
(3) We have

</01(T(—sth)v dS f> / <T —sth)V — U f> ds =
/01 <U,T(*_sth)f - f>7 ds .

Conclusion follows because t — 7*_, f is continuous in L{cosh =1)x (),
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Assume now v € L= (y) and h ~ 7,0 is weakly differentiable. There exist
v, ..., 0, € LMD (5) such that for all ¢ € Cy (R") and j

d d
<Uj7 ¢’7> = <Uj7 ¢>’Y = % <T_tej1), ¢>’Y = % <7'_ter, ¢7> i =
d
dt

t=0 0
<U Tte; ¢'7 > <Uvaj(¢7)> .

The distributional derivative holds because ¢ is the generic element of C5°(R™).
(4) For each p > 0 Jensen’s inequality implies

<

1
/0 (T—stn(Vf-h) =V f-h)dsy(z)dr

L{cosh =1 ()
1
/o [(T—stn(V f - h) =V f - h) y()da|| fcosn -1 () ds -

As in Prop. 44(1) we choose |t| < /log2 to get |ste;j| < log2, 0 < s < 1, so
that [[T—snVf - Al pcosn-1)(5) < 2[IVf - bl cosn -1)(,), hence the integrand is bounded
by [V f - Rl cosn 1) (). The convergence for each s follows from the continuity of the
translation on CSCOSh_I) ().

U

Notice that in Item 2. of the proposition we could have derived a stronger differentiability if
the mapping h +— 73,V f were continuous in L(°*" =1 (5). That, and other similar observations,
lead to the following definition.

Definition 53. The Orlicz-Sobolev-Gauss exponential class is
,(cosh — sh — cosh — .
Co M () = {F ewrlet D ()| pLo, € CE T ()G =1, om)

The following density results will be used frequently in approximation arguments. We denote
by (wn)nen a sequence of mollifiers.

Proposition 54 (Calculus in Cé’(COShfl) (7). (1) Foreach f € C’é’(COShfl) (7) the sequence

frwn, n €N, belongs to C°(RM)NWL(osh =1) (4) " Precisely, for eachn andj = 1,...,n,
we have the equality 0;(f *wy) = (0;f) % wn; the sequences f *wy, respectively 0; f * w,
Jj=1,...,n, converge to f, respectively 0;f, j =1,...,n, strongly in L(cosh—1) (7).

(2) Same statement is true if f € Whicosh=1« (4,

(3) Let be given [ € C’1 »(cosh = 1)( ) and g € Whicosh=Ds (1) Then fg € WHH (M) and

9i(fg) = 05fg9 + fagg

(4) Let be given F € CY(R) with ||F'||,, < oo. For each U € C’é’(COSh_l) (v), we have
FoUF oUQU € C’(()COSh_I) (v) and O;F o U = F' o UO;U, in particular F(U) €
Cé’(COSh_l) (7)

Proof. (1) We need only to note that the equality 0;(f * wn) = (0;f) * wy is true for
f e Whicosh=1) (4) Indeed, the sequence f *w, belongs to C*°(R™) N L*" =1 (4) and
converges to f in L(cosh—1) (7)-norm according from Prop. 46. The sequence 0; f *w, =
(0;f) * wy, converges to 9; f in LMD (y)-norm because of the same theorem.

(2) Same proof.
(3) Note that fg,0;fg+ f0;9 € L*(M). The following converge in L'(M) holds

03£9 + f039 = 1m0 % wng * wn + f +wnly % wn = lim O g * wn
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so that for all ¢ € C§°(R™)

(0ifg + [959,0) = lim (0;f * wng * wn, §) =
lim — (f * wng * wn, 0j0) = — (fg,0;0) .

n—oo

It follows that the distributional partial derivative of the product is 0; fg = 0 fg+ f0;9,
in particular belongs to L'(M), hence fg € WH1(M).

(4) From the assumption on F we have |F(U)| < |F(0)| + ||F'||,, |U|. It follows F o U €
L(cosh=1) (4} because

[ tcosh 1) (pF (U (@) 2 (w)do <

1 1
§(cosh—1)(2pF(0)) + 3 /(cosh—l) (2p HF'HOO U(z))) y(z)dz ,
and p | F(U)|| feosn 1) () < 1 if both
(cosh—1)2pF(0)) <1, 20| F'[ . [0 o) < 1.

In the same way we show that F' o U9;U € L(*h =1 (). Indeed,

/(cosh—l) (pF'(U(2))0;U(z)) ~(z)dz < /(cosh—l) (pHF’HOOBjU(a?)) y(z)dz

so that p||F’ o UOiU || pcosn -1y < Lif p 1 F'|| o 18;U ()| cost ~1) () = 1. Because of the

Item (1) the sequence U * w, belongs to C* and converges strongly in L% =1 (~) to
U, so that from

HF 9] (U * wn) - F o UHL(COSh_l)(’Y) S HFIHOO HU * Wp, — UHL(COSh_l)(’Y)
we see that F o (U xw,) — FoU in L"=1) (4). In the same way,

[F" 0 (U % wn)0j(U *wn) = F' 0 UOU | cosn 1) () <

HF/ ° (U * wn)(aj(U * wn) - ajU)HL(Coshfl)(,y)
+ H(F/ © (U © wn) - F/ © U)ajUHL(COSh—l)(,y) S
1E | 195U 5 ) = 05U | comn -1y o) +

H(F/ o(Uowy) — F'o U)ajUHL(coshfl)(’y) .

The first term goes clearly to 0, while the second term requires consideration. Note the
bound

|(F'o (Uowy) — F oU)0;U| <2||F'|| 10U ,

so that the sequence (F'o(Uowy,)—F'oU)0;U goes to zero in probability and is bounded

by a function in C’(gCOSh_l) (7). This in turn implies the convergence in L(®°sh =1 (v).
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Finally we check that the distributional derivative of F o U is F' o UQ;U: for each
¢ € Cg°(R")
<8JF 0 U: ¢7> = - <F o U7 a](d)M»
=—(FoU, 5j¢5>7
= Tim (Fo (U *w). ;).

= nh—>r20 <8JF o (U * wn)a (Z))»y
= lim (F' o (U % wy,)0;(U * wn),¢>7

n—o0
= (F'oU8;U, ¢>v
<F'0U8jU, ¢'y> .

O

We conclude our presentation by re-stating a technical result from Prop. 15 of Lods and
Pistone (2015), where the assumptions where not sufficient for the stated result.

Proposition 55.

(1)
(2)

Proof.

| f1(z

En (Cosh—l)*(|fl...fm|eU_KM(U))i| <

IfU € &y and fi,...,fm € L{cosh—1) (7), then fi- e freM—Eu(M) ¢ LY(M) for some
v > 1, hence it is in L(h =D ().
IfU € S5yn C'é’(COSh_l) (7) and f € Cé’(COSh_I) (7), then

feu—KM(u) e Wl,(cosh—l)* (’Y) N C(Rn) ’

and its distributional partial derivatives are (9;f + fOju)etKm®)

(1) From We know that eV=5m(U) .5 ¢ £(4) and eV~ EvU) ¢ L1+(M) for some
e > 0. From that, let us prove that f;--- f,eV " Km(U) ¢ LY(M) for some v > 1.
According to classical (m+1)-term Fenchel-Young inequality,

§ 1 o 1 U(:c)—K (U)
i ’l[L' 4 — e M ‘ y
1, y Ymyy 7i < a; ﬁ )

Since (cosh —1), is convex, we have

i;E’Y [(cosh —1).(| fi]**)] + ;EM [(Cosh—l)* (eﬁ(U*KM(U))ﬂ )
i=1 "

Since fi,...,fm € LMD (5) C Nas1L¥(M), one has |f;|* € Loh=Dx (), for
i = 1,...,m and all a; > 1, hence Ej; [(cosh —1).(|fi]*)] < oo for ¢ = 1,...,m
and all a; > 1. By choosing 1 < 8 < 1+ ¢ one has SU@~-KuU)) ¢ 17(M) C
Llcosh =1« (5) oy = %, so that Eys [(cosh —1), (eB(U_KM(U)))] < oo. This proves
that (cosh —1).(f1 -+ fmeV"EvU)) ¢ LY (M), which implies fi--- fpeV@-Kul) ¢
L(Coshfl)* (7)

From the previous item we know feV=KmU) ¢ [(cosh—1)« () Foreach j = 1,...,n from
prop. 54(3) we have the distributional derivative 9;(feV) = 9 feV + f0;eVKmU) we we
need to show a composite function derivation, namely 8jeU_KM ) = ajueU —EmU) | et
X € C§°(R™) be a cut-off equal to 1 on the ball of radius 1, zero outside the ball of radius
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2, derivative bounded by 2, and for n € N consider the function x — F,(z) = x(z/n)e”
which is C*°(R™) and whose derivative is bounded:

Fao) = (Gl +xtoim ) e < (241 e
n n
As Prop. 54(4) applies, we have 0;F,(U) = F;,(U)0;U € C’(()COSh_I) (7). Finally, for each
¢ € Cg°(R™),
(0j¢",0) = — (e, 0;0)
=— li_>m (Fn(U),0;0)
~ lim (OF.(U),9)

= lim <(ix'(U/n) +x(U/n))aerU,¢>

n—»00
= <8erU,¢> .

]

Remark 7. As a particular case of the above proposition, we see that U € S, N C’é’(COShfl) ()

implies
eU—KM(U) c Wl,(cosh—l)* (,y) Wlth 6eU—KM(U) — 6UGU_KM(U) .
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