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Martingale

Definition (Stochastic process)

A discrete-time stochastic process on the probability space (Q, F, u) is a
family (X¢)ter, | C Z, of random variables.

Definition (Markov process)

A stochastic process is a Markov process if for each bounded measurable
real function ¢ and all t € / it holds

Eu(doXe|Xs:s<t)=E,(poXe|Xi), t—=sup{sells<t}

Definition (Martingale)

A martingale is a real stochastic process (X;)¢cs such that
1. E,(|Xt]) < +o0,
2. E (XelXs:s<t) =X, t,t—€ [



Filtration

Definition

1. Given a probability space (2, F, 1) and a set of discrete times
| C Z, afiltration is an increasing family (F;):c; of sub-o-algebras
of F. The tuple (Q, F, p, (Ft)ter) is a filtered probability space.

2. The natural filtration the stochastic process (X;):tc; is the filtration

3. Given a filtered probability space (2, F, i, (Ft)ter), a stocastic
process (X;)tes is adapted if X; is Fi-measurable for all ¢t € /.

® Ch. 10 of D. Williams. Probability with martingales. Cambridge Mathematical Textbooks. Cambridge
University Press, Cambridge, 1991.



Basic facts about martingales

If (X¢)ter is a martingale, then t — E,, (X;) is constant.

(Xe)eer with E,, (| X¢]) < oo, t € 1, is a martingale if, and only if
E,(Xe — Xe—|Xs:s<t—)=0, t,t—el.

Let (X;)res be adapted to (Q, F, u, (Ft)ter), real and integrable.
Then (X;)tes is a martingale if, and only if,

E/L(Xf|‘Ff):Xt—7 t,i‘—E/ .

A process (A¢)ier is previsible if each A; is F;_-measurable or
constant if t— is not defined. In particular, a previsible process is
adapted. A previsible martingale is constant.

Let (Y:)7_, be a real integrable stochastic process adapted to
(Q,F, p, (Ft)i_p). There exists a previsible real integrable
stochastic process (A:)7_o such that X; = Y; — A; is a martingale.
Such a process A is called a compensator of Y.



Examples of martingales

. Let X;, t =1,2,..., N be independent with E,, (X;) = 0. Then
S = ngtxtr t=1,2,...,nis a martingale.

. Let X1, Xa,..., Xy be a Gaussian martingale. Then (X141 — Xi),
t=1,2,...,(N —1) are independent.

. Let X;, t =1,2,..., N be nonnegative and independent with
E.(X:)=1. Then Y, = Hs<tXt, t=1,2,...,nis a martingale.

. Let (X:)$2, be a martingale and (C;)22, previsible and bounded.
Then Y, = Sf | Ci(Xs — Xs_1) is a martingale.

. Let (X;)7_, be a Markov process and write
Eu (0(Xe)[ X0, - ., Xe—1) = (P:¢)(Xe—1). Then for each ¢ bounded

$(X) =Y (Ps = 1$(Xs-1)

is a martingale.



Examples of martingales: proofs

. As S5; = Xqy and 5; — 5;_1 = X;, we have
Fi=0(5s:s <t)=0(Xs: s <t), hence
E(S: — Si—1]|Fi—1) = E(Xi|Xs: s < t) = E(X;) =0.

. ASE(X; — Xc_1) =0, then

Cov (Xs — Xs—1, Xt — Xe—1) = E((Xs — Xs—1)(Xt — X¢—1)). Choose
s < t. Then Cov (X5 — Xs—1, Xt — X;—1) =

E((Xs — Xs—1) E(Xe — Xe—1|Xy: u < (t —1))) =0, hence

Xs — Xs—1 L Xy — Xi_1.

. Take Fy = o(Xs: s < t). Then

E(Yt‘]:tf].) = thl E(Xt|X5: s < t) = th]_.

. E(Yt - yt—1|~7:t—1) = E(Ct(Xt - Xt—1)|]:t—1) =
CI' E (Xt’ - Xt—1|ft—1) - 0

CE(o(Xe)|Xsr s < t) = E(o(Xe) — d(Xe — 1)| Xs: s < t) + (X; —
1) =E((P: — No(Xe—1]|Xs: s < t) + ¢(Xe — 1) = Pe(Xe—1). [And
conversely!]



Stopping time
Definition
Given the filtered probability space (Q, F, i, (Ft)ter), | C Z, a random

time is an F-measurable mapping T: Q — / U {+oc0}. A random time is
a stopping time (or an optional time) if

{T<t}={weQT(w)<t}eF, tel.
Equivalently, {T =t} € Fy or {T > t} € F;.
First visit

Let (X;)tes be adapted, X;: Q — S, and B C S measurable. The
random time

T(w) =inf{s € l|Xs(w) € B}, inf=+o00,
is a stopping time. In fact,

{w € Q|T(w) < t} = Us<t {w € QXs(w) € B} .



Properties of stopping times

By recoding | C Z we can assume [ to be an interval of Z.

® A constant time T =t is a stopping time. In fact, {w € Q|T < t}
is either () or w.

e Given B € F; the time T(w) =t if w € B and +co otherwise is a
stopping time. In fact, {w € QT <t} ifift<tand Bift >t.

e If S and T are stopping times, then SA T and SV T are stopping
times. In fact,
{weQSAT <t} ={weQS<t}U{we QT <t}and
{weQSVT<t}={weQS<t}nN{we QT <t}

e If | CZ> and both S and T are stopping times, then S+ T
(defined to take value S(w) + T(w) if in I, 400 otherwise) is a
stopping time. In fact, for each v € [,

{S+T=u}=Usrerste=s ({S=s}N{T =t}) € Fu,

because s,t > 0 and s+t = v implies s, t < u.



Stopped process

Definition
Let (X:)tes be an adapted process and T a finite stopping time.

X7t = (W X7(w)(w)) is a random variable, which is integrable if T
is bounded;

the stopped process X T is the adapted process defined by
(XT)e(w) = X7(w)ae(w), and it is integrable if T is bounded below.

It is better to think to the stochastic process as a function

X:Q x|, (w,t) = X(w, t) = Xe(w). Then X7 is the composed
function w — (w, T(w)) — X(w, T(w)) and the stopped process is
defined by XT = X on the set {(w, t)|T(w) > t} and equal to Xt
otherwise.

For any stopping time T, the real process C; = 1;7<;} is adapted.

For any stopping time T, the real process C; = 17> is previsible.



Martingales and stopping times |
Theorem (Doob)

1. A process (X:)ies is a martingale if, and only if, E (Xt) is constant
for each bounded stopping time T.

2. If (X¢)tes is a martingale, and T is a stopping time bounded below,
then the stopped process is a martingale.

Proof of 1.
Let X be a martingale and T a stopping time with to < T < t;. Then

t1 t1 t1
E (Z th{T_t}> =3 E(Xelir—gy) = > _E(Xalir—gy) =E(Xu) -
t=ty t=ty t=ty

Conversely, for each t,t —1 € | and B € F;_1 consider the stopping
times S = (t — 1)1 + tlgc and T = t.

0=E(Xr)— E(Xs) = E(Xr — Xs) = E(1g(X; — Xe_1)) -



Martingales and stopping times ||

Proof of 2.
We check that for each bounded stopping time S,

E((XT)s) = E(Xsa7)
is constant. Other proof: If tp < T, then

XT()= > ((XT)s = (XT)sm1)

s=tg+1

t
= Z ]-TZS(XS*XS—I)

s=tg+1
and the process C; = 177>, is previsible and bounded.

Exercise: If (X;):2, is Markov and T is a stopping time, then X7 is
Markov.



Sub-martingale

Definition

An adapted real integrable stochastic process (X;)tes is a sub-martingale
if s <t implies E (X;|Fs) > Xs. Equivalently, a previsible compensator of
X is increasing.

e Assume X is a L2 martingale and consider the integrable process
Y: = (X;)?. Then for s < t Jensen implies

E(Yt|-7:5) =E ((Xt)2|]:5) 2 (E(Xt|]:5))2 - (XS)2 =Y

e If X is a sub-martingale with previsible compensator A and S, T are
bounded stopping times with S < T, then

E(Xr— Xs) =E(Ar — As) > 0.



